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Disclaimer 
This document in any form, software or printed matter, contains proprietary information that is the exclusive property 
of Oracle. Your access to and use of this confidential material is subject to the terms and conditions of your Oracle 
software license and service agreement, which has been executed and with which you agree to comply. This 
document and information contained herein may not be disclosed, copied, reproduced or distributed to anyone 
outside Oracle without prior written consent of Oracle. This document is not part of your license agreement nor can it 
be incorporated into any contractual agreement with Oracle or its subsidiaries or affiliates. 

This document is for informational purposes only and is intended solely to assist you in planning for the 
implementation and upgrade of the product features described. It is not a commitment to deliver any material, code, 
or functionality, and should not be relied upon in making purchasing decisions. The development, release, and timing 
of any features or functionality described in this document remains at the sole discretion of Oracle. Due to the nature 
of the product architecture, it may not be possible to safely include all features described in this document without 
risking significant destabilization of the code. 

Revision History 
The following revisions have been made to this document since its initial publication. 

DATE REVISION 

May 2024 Initial publication 
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Architecture 

 

 

Oracle Cloud Infrastructure Primary Region (e.g., Ashburn) 
 
Sign-in to OCI Console 

• Create a Compartment 

• Create a Virtual Cloud Network (VCN) 

• Create an Oracle Analytics Server Instance with the domain in the Private Subnet of the VCN 

Create a Compartment 
Create a compartment under the root compartment. 



 

5 Setup Primary Oracle Analytics Server Environment for Disaster Recovery managed by OCI Full Stack Disaster Recovery  /  version 1.0  

 Copyright © 2024, Oracle and/or its affiliates  /  Public 

 

Create a Virtual Cloud Network 
Create a Virtual Cloud Network (VCN) in the compartment using the wizard. 

 

Public and Private Subnets are created while creating the VCN using the wizard. 
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Create an OAS Marketplace Instance 
For the OAS DR using Database RCU schema replication managed by OCI Full Stack DR, we need the OAS instances to 
have the same hostnames, including the domain names; for example, the FQDN of the primary OAS instance and the 
DR instance should be the same as “oas1.oase.oasvcn.oraclevcn.com, oas2.oase.oasvcn.oraclevcn.com”. 

To do so, we need to create a compartment, VCN, and private subnets in OCI’s primary (home) region, for example, 
Ashburn, and in OCI’s DR region, for example, Phoenix, use the existing compartment and create the same VCN and 
private subnets. 

NOTE: The compartment is not limited to the OCI region; it is available in both regions once created. 

Since we already have a compartment, for example, “oasmp”, use the existing one, create same VCN and Subnets. 

Create Private Subnets 
Create a new private subnet in both regions without overlapping their CIDR blocks. 

 

 

NOTE: Enter a DNS Label such as “oase” or any. Its important to give the DNS Label to maintain same FQDN of the 
OAS nodes.   
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NOTE: Ensure the ingress security rules exist for the DBCS host and port from the OAS server subnet. 

Similarly, create the same subnet in the OCI DR region, for example, Phoenix. 

 

 

 

Create the primary OAS Marketplace instance1 with a domain in the OCI’s home region, such as Ashburn, and a 
hostname, such as oas1. 
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While creating the OAS instance1, use the below DBCS pluggable database connection string. 

db19rac-scan.ceal.oracle.com:1521:pdb19rac.ceal.oasvcn.oraclevcn.com  

 

Similarly, create an OAS marketplace instance2 without domain config in the same OCI home region, such as 
Ashburn, and a hostname, such as oas2. 
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Check the hostnames of both the OAS instances. 

Ashburn: 

oas1.oase.oasvcn.oraclevcn.com 

oas2.oase.oasvcn.oraclevcn.com 

 

Test that the domain is created successfully and that the OAS URL is accessible from the OAS instance1 in the OCI’s 
home region. 

Stop all the services on the OAS compute instance1. 

/u01/data/domains/bi/bitools/bin/stop.sh 

 

Create OAS OCI Compute Instances (Silent Installation) 
Install If your requirement demands that you create OCI compute VMs for OAS and install OAS without using the OCI 
Marketplace, you can create OCI compute VMs in the private subnet and access them through the bastion server. 

 
Refer to the silent installation and configuration blog, Automating Oracle Analytics Server Silent Installation, Critical 
Patch Update, and Configuration on Linux for OAS 2024. 
 
Automating Oracle Analytics Server Silent Installation, Critical Patch Update, and Configuration on Linux (Doc ID 
3022531.1). 

 

https://blogs.oracle.com/analytics/post/oas-silent-install-config
https://blogs.oracle.com/analytics/post/oas-silent-install-config
https://support.oracle.com/epmos/faces/DocumentDisplay?id=3022531.1
https://support.oracle.com/epmos/faces/DocumentDisplay?id=3022531.1
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Create a Block Volume 
Create a Block Volume in OCI Console, For more details, see Block Volume, see Creating a Block Volume. 

Create a block volume for the OAS compute instance1 in OCI’s home region, for example, Ashburn. 

Sign-in to OCI Console 

Navigate to Storage à Block Volumes 

 

Create Block Volume 

 

Select the same compartment as the OAS compute instance exists. 

Select the volume size (1024 GB or 512 GB) per your requirement.  

Select the Backup policy per your requirement between (Gold or Silver or Bronze). 

For more details, see the OCI Documentation.  

https://docs.oracle.com/en-us/iaas/Content/Block/home.htm
https://docs.oracle.com/en-us/iaas/Content/Block/Tasks/creatingavolume.htm#top
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Do not enable cross-region replication. 

Attach the Block Volume 
Attach the Block Volume to the OAS compute instance1, For more details, see Attaching a Volume 

NOTE: Do not mount the same block volume to multiple compute instances; better to have a dedicated block volume 

for each compute instance. 

Go to OCI's home region, such as Ashburn. 

Add the block volume to the OAS compute instance1. 

Navigate to the block volume à Attached Instances  

https://docs.oracle.com/en-us/iaas/Content/Block/Tasks/attachingavolume.htm#top
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While attaching the block volume to the OAS compute instance, choose the attachment type based on your 
requirement. See the OCI documentation, Overview of Block Volume. 

In this example, choose the iSCSI attachment type as the IOPS performance is better with iSCSI attachments 
compared to paravirtualized attachments.  

For more information about iSCSI-attached volume performance, see Block Volume Performance. 

 

Select the OAS instance for which you need to attach the Block volume. 

 

https://docs.oracle.com/en-us/iaas/Content/Block/Concepts/overview.htm
https://docs.oracle.com/en-us/iaas/Content/Block/Concepts/blockvolumeperformance.htm#Block_Volume_Performance
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To list the existing Device Paths on the OAS Compute instance, run the below command. 

ll /dev/oracleoci/oraclevd* 

 

fdisk -l  

 

df -h 

 

lsblk 
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Since the device path /dev/oracleoci/oraclevda is already used, we can select below 

device path “/dev/oracleoci/oraclevdb”. 

Click on Attach. 

 

 

Select the Actions menu and click on the iSCSI commands & Information. 

NOTE: If you chose the Attachment type as Paravirtualized, you need not run the iSCSI commands. 
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Attach commands should be run on the Target OAS compute instance. 

 

Run the command to check the attachment. 

lsblk 

 

fdisk -l 
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ll /dev/oracleoci/oraclevd* 

 

/dev/sdb is created as xfs file system, change it to ext4 file system. 

Run the command:  mkfs.ext4 /dev/sdb 

 

Check the file system, run the command:  sudo blkid 
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As root user 

cd / 

ls -l 

 

Rename the /u01 folder to /u01_bkp 

mv /u01 /u01_bkp 

 

Create a folder /u01 and mount the /dev/sdb path which is the path due to attaching the Block volume. 

As root user 

mkdir /u01 

Take backup of /etc/fstab file. 

cp /etc/fstab /etc/fstab_orig 

Edit the /etc/fstab and add the line to mount the path 

Change the existing mount points 

From: 

/dev/vg_app/vg_app-lv_app /u01/app       

/dev/vg_data/vg_data-lv_data /u01/data   
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To: 

/dev/vg_app/vg_app-lv_app /u01_bkp/app       

/dev/vg_data/vg_data-lv_data /u01_bkp/data   

Add new line to mount the attached block volume device path /dev/sdb as /u01 

fdisk -l command shows that the attached path as /dev/sdb  

/dev/sdb /u01 ext4 defaults,_netdev,nofail 0 2 

 

sudo mount -a 

df -h 

 

Reboot the OAS compute instance either from the ssh terminal or from the OCI console 

reboot -f 

After restart, check the mount point. 

df -h 

 



 

19 Setup Primary Oracle Analytics Server Environment for Disaster Recovery managed by OCI Full Stack Disaster Recovery  /  version 1.0  

 Copyright © 2024, Oracle and/or its affiliates  /  Public 

chown -R oracle:oracle /u01 

chmod 777 /u01 

Copy the app and data folder from /u01_bkp to /u01 

cd /u01_bkp 

cp -rp * /u01 

cd /u01 

ls -l 

  

Start the services in the OAS instance1 and test the access of the OAS. 

After the test, stop all services in the OCI home region OAS instance1. 

Since the block volume oas2024bv1 is attached to the OAS instance1 and the app and data folders are copied from 
the /u01_bkp to /u01, the block volume has the data.  

 

Repeat the steps, creating a Block Volume (oas2024bv2), attaching it, and mounting it to the OAS compute 
instance for the second OAS node2 in the Cluster environment. 

 

You can automate these steps using the OCI CLI and bash scripts if needed. 

Setup Shared Files and Directories between the two OAS nodes 

Create the singleton data directory (SSD) with OCI File System Storage for an OAS cluster environment and mount it 

as a shareable folder with read/write permissions between the OAS server's cluster nodes. 

For more details, see Mounting File Systems and Mounting OCI File Storage. 

 

The singleton data directory (SDD) stores the metadata. The default location is set to: 

/u01/data/domains/bi/bidata 

The SDD path is defined in the file bi-environment.xml, located at 

/u01/data/domains/bi/config/fmwconfig/bienv/core/bi-environment.xml 

Edit the bi-environment.xml modify $DOMAIN_HOME/bidata/ to /sdd/bidata/ 

<bi:singleton-data-directory>/sdd/bidata/</bi:singleton-data-directory> 

 

Create an OCI File System Storage and mount it as /sdd on all the nodes of the OAS cluster environment. 

After mounting the OCI File System as /sdd, copy the /u01/data/domains/bi/bidata to /sdd 

https://docs.oracle.com/en-us/iaas/Content/File/Tasks/mountingfilesystems.htm
https://blogs.oracle.com/cloud-infrastructure/post/mounting-oci-file-storage-and-other-nfs-shares-on-docker-containers
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cp -rp /u01/data/domains/bi/bidata /sdd 

Create a File System Storage 
In the OCI console, navigate to storage à File Storage à File System 
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Mount Target also created. 
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Add the Ingress and Egress security rules for the private subnet (10.0.3.0/24) used for OAS compute VMs with the 
required ports and protocols TCP and UDP. 

Ingress: 

TCP: 111,2048,2049,2050. 

UDP: 111,2048. 

Egress: 

TCP: 111,2048,2049,2050 

UDP: 111. 
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To mount the OCI File System storage, execute the above commands in each OAS node. 

As root user 

mkdir /sdd 

mount 10.0.3.225:/FileSystem-20240516-0737-27 /sdd 

Add the above mount command in the /etc/fstab file as: 

10.0.3.225:/FileSystem-20240516-0737-27 /sdd 

You can also add as below: 

10.0.3.225:/FileSystem-20240516-0737-27 /sdd nfs defaults,nofail,nosuid,resvport 0 0 

 

After mounting the OCI File System as /sdd, copy the /u01/data/domains/bi/bidata to /sdd 

cp -rp /u01/data/domains/bi/bidata /sdd 

 

Mount the same File System to OAS node2 using the same mount commands. 

Reboot all the OAS compute VMs in the cluster. 

 

After attaching the block volume and the file system to all the nodes in the cluster, start the OAS services on OAS 
node1. 

Test if the OAS services start without issues. 

 

If you want to use the OAS Node1 as the NFS server and mount the local folder as the /sdd directory, skip the creation 
and mounting of the OCI File System and use the NFS Server setup and mounting steps from the OAS scale-out blog, 
Scale Out Oracle Analytics Server on Oracle Cloud and On-Premises. 

Setup Global Cache 
In the EM enable Global Cache and set a path 

Create a folder cache under /sdd/bidata and use the path /sdd/bidata/cache 

https://blogs.oracle.com/analytics/post/oas-mp-scaleout
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NOTE: These settings can also be set in the DV Console System Settings and respective backend configuration files like 
instanceconfig.xml. 

Scale-Out OAS Server 

Clone the Domain on Node 1 and Scale-out on Node 2 

On Node1: 

Shutdown all services: 

/u01/data/domains/bi/bitools/bin/stop.sh 

 

Run clone script: 

/u01/data/domains/bi/bitools/bin/clone_bi_machine.sh -m oas2 oas2.oase.oasvcn.oraclevcn.com 
/sdd/bidata/oas2.jar 

 

On Node2: 

Install Oracle WebLogic Server and Oracle Analytics Server (already done while creating the OAS Marketplace instance 
oasn2. 

 

Run unpack script: 

/u01/app/Oracle/Middleware/Oracle_Home/oracle_common/common/bin/unpack.sh -
template=/sdd/bidata/oas2.jar -domain=/u01/data/domains/bi -nodemanager_type=PerDomainNodeManager 
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Start the Following Components in the Sequence 

On Node2: 

Start the NodeManager and Managed Server and let the system components remain down. 

This is to create the config.xml on Node2 

 

Open the Required Ports for OAS on Node2 

cd /u01/app/oas-scripts 

As part of /u01/app/oas-scripts/OASFirewallPortsFix.xml, ports defined to open are 9500-9508, 7001, 9704, and 
9556  

 

Open 9506 port of NodeManager on Node2 Firewall 

Add port 9506 also to the file (OASFirewallPortsFix.xml) and run script below 

/u01/app/oas-scripts/open_oas_firewall_ports.sh 

Or you can open the 9506 port using the below commands 

sudo firewall-cmd --zone=public --permanent --add-port=9506/tcp 

sudo firewall-cmd --complete-reload 

 

Start NodeManger: 

nohup /u01/data/domains/bi/bin/startNodeManager.sh & 

NOTE: Start the bi_server2 from node1 start.sh script. 

 

On Node1: 

cd /u01/data/domains/bi/bitools/bin 

./start.sh -i AdminServer,bi_server1,obis1,obips1,obiccs1,obijh1,obisch1,bi_server2 

 

On Node2: 

Re-synchronize the data source On Node2: 

/u01/data/domains/bi/bitools/bin/sync_midtier_db.sh 

 

 

On Node1: 

cd /u01/data/domains/bi/bitools/bin 

./start.sh -i obis2,obips2,obiccs2,obijh2,obisch2 
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Summary 
You have understood the steps to create and attach a block volume to the OAS compute instances. 
It also covered the steps to create a File System Storage and mount it to the OAS compute instances. 
 
Using such an environment, you have scaled out the node1 domain to node2 for cluster configuration of OAS. 
Further, you can follow the Full Stack DR steps to replicate the block volume and file system to the OCI DR region and 
configure a DR execution plan for OAS. 
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