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Disclaimer

This document in any form, software or printed matter, contains proprietary information that is the exclusive property
of Oracle. Your access to and use of this confidential material is subject to the terms and conditions of your Oracle
software license and service agreement, which has been executed and with which you agree to comply. This
document and information contained herein may not be disclosed, copied, reproduced or distributed to anyone
outside Oracle without prior written consent of Oracle. This document is not part of your license agreement nor can it
be incorporated into any contractual agreement with Oracle or its subsidiaries or affiliates.

This document is for informational purposes only and is intended solely to assist you in planning for the
implementation and upgrade of the product features described. It is not a commitment to deliver any material, code,
or functionality, and should not be relied upon in making purchasing decisions. The development, release, and timing
of any features or functionality described in this document remains at the sole discretion of Oracle. Due to the nature
of the product architecture, it may not be possible to safely include all features described in this document without
risking significant destabilization of the code.

Revision History

The following revisions have been made to this document since its initial publication.

May 2024 Initial publication

Authors: Veera Raghavendra Rao Koka.
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Oracle Cloud Infrastructure Primary Region (e.g., Ashburn)

Sign-in to OCI Console
e Create a Compartment
e Create a Virtual Cloud Network (VCN)

e Create an Oracle Analytics Server Instance with the domain in the Private Subnet of the VCN

Create a Compartment

Create a compartment under the root compartment.
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ACLE Cloud

Cloud Classic » Search resources, services, documentation, and Marketplace

US East (Ashburn) \

Identity

Users

Groups

Dynamic Groups
Network Sources
Policies
Federation

Authentication Settings

Fitters

State

Active | Deleting

Compartments
Name Status ocip Authorized Security Zone (1) Subcompartments Created
@ Active Yes - 0
@ Active Yes - 0
@ Active Yes o 0
@ Active Yes - 1
@ Active Yes = 0
@ Active Yes - 0

Showing 6 items

< 20f2 )

Create a Virtual Cloud Network

Create a Virtual Cloud Network (VCN) in the compartment using the wizard.

ORACLE Cloud

Cloud Classic >

Search resources, services, documentation, and Marketplace

US East (Ashburn) v/

Networking

Overview
Web Application Acceleration
Load balancers
Content Delivery Network
DNS management
Customer connectivity
IP management

Network Command Center

Li

ope

Compartment

(root)/oasmp

Virtual Cloud Networks in oasmp Compartment

Virtual Cloud Networks (VCNS) are private virtual networks you set up in Oracle Cloud Infrastructure. You can attach gateways, route tables, and security lists to specify routing and security

rules.
Create VCN Start VCN
Name State IPv4 CIDR Block IPv6 Prefix
@ Available -

Default Route Table

DNS Domain Name

Created -

Showing 1 item ¢ 10f1

Public and Private Subnets are created while creating the VCN using the wizard.

AVAILABLE

Resources

CIDR Blocks/Prefixes (1)
Route Tables (2)
Internet Gateways (1)

Dynamic Routing Gateways
Attachments (1)

Network Security Groups (0)

oasven
Move resource Add tags

VCN Information Tags
Compartment: oasmp
Created: 19:10:06 UTC

IPv4 CIDR Block: 10.0.0.0/16

East (Ashburn) v

ocCID: .. Show Copy.
DNS Resolver: oasven

Default Route Table: Default Route Table for casven

| DNS Domain Name: oasven.oracleven.com |

Subnets in oasmp Compartment

Create Subnet

Name State

IPv4 CIDR Block IPv6 Prefixes Subnet Access Created
Private Subnet-oasven2 @ Available 10.0.2.0/24 - Private (Regional)
Public Subnet-oasven @ Available 10.0.0.0/24 = Public (Regional)
Private Subnet-oasven @ Available 10.0.1.0/24 - Private (Regional)
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Create an OAS Marketplace Instance

For the OAS DR using Database RCU schema replication managed by OCI Full Stack DR, we need the OAS instances to
have the same hostnames, including the domain names; for example, the FQDN of the primary OAS instance and the
DR instance should be the same as “oas1.0ase.oasvcn.oracleven.com, oas2.0ase.oasvcn.oracleven.com”.

To do so, we need to create a compartment, VCN, and private subnets in OCl’s primary (home) region, for example,

Ashburn, and in OCI’s DR region, for example, Phoenix, use the existing compartment and create the same VCN and
private subnets.

NOTE: The compartment is not limited to the OCI region; it is available in both regions once created.
Since we already have a compartment, for example, “oasmp”, use the existing one, create same VCN and Subnets.
Create Private Subnets

Create a new private subnet in both regions without overlapping their CIDR blocks.

= ORACLE Cloud Cloud Classic > Search resources, services, documentation, and Marketplace

US East (Ashburn) v/ 0oe 0

Networking » Virtual cloud networks » Virtual Cloud Network Details

) Private Subnet-oasven3
P —

Create In Compartment

Create Subnet

VoN fomatin | Tgs :
Compartment: oasmp Slneilne
Created: Wed, Mar 2, 2022, 19:10:06 UTC Regional (Recommended) Availability Domain-specific
AVAILABLE 1Pv4 CIDR Block: 10.0.0.0/16 Instances in the subnet can be created in any availability domain in the region. Instances in the subnet can only be created in one availability domain in the
Useful for high availability. region.
IPV6 Prefix: -
IPv4 CIDR Block
Resources Subnets in oasmp Com .., coneec
CIDR Blocks/Prefixes (1) o ‘ 5B
Route Tables (2)
Private Subnet-oasven2 3
Internet Gateways (1) IPv6 Prefixes
Public Subnet-oasven
Dynamic Routing Gateways.
Attachments (1) e [@f Maximum amount of 0 IPV6 prefixes per Subnet. IP ranges of the IPv6 prefixes must not overlap. Leam more.
Network Security Groups (0)

= ORACLE Cloud | Cioudci

rces, services, documentation, and Marketplace

Networking » Virtual cloud networks » Virtual Cloud Network Details

- Route Table Compartment in oasmp (Change compartment)
Route Table for Private Subnet-oasven )
Move esource || Addtogs | [[ERER

Subnet Access

VCN Information Tags Private Subnet Public Subnet

Prohibit public IP addresses for Instances in this Subnet v

Create Subnet

Allow public IP addresses for Instances in this Subnet

Compartment: oasmp
Created: Wed, Mar 2, 2022, 19:10:06 UTC  O)\° Resolution
AVAILABLE 1Pv4 CIDR Block: 10.0.0.0/16
1PV6 Prefix: -
Resources Subnets in 0asmp Com ... vame rosson,
I a <dns-label>.casvcn.oracleven.com
[suneso | e |
Dhep Options C inoasmp (Change compartment) @
CIDR Blocks/Prefixes (1) - ane
—_ Select DHC ns .
Route Tables (2)
Private Subnet-oasven2
[t Calmsts (1) Public Subnet- Security Lists
Dynamic Routing Gateway
Attachments (1) 2 YYou can associate up to 5 network security lists with the subnet.
Security List C inoasmp  (Change compartment)
Network Security Groups (0)

NOTE: Enter a DNS Label such as “oase” or any. Its important to give the DNS Label to maintain same FQDN of the
OAS nodes.
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| Dhcp Options C inoasmp (Change
Select DHCP options <

Resources Subnets in oasmp Com

e N R AT Security Lists

Subnets (3) - I You can associate up to 5 network security lists with the subnet.

CIDR Blocks/Prefixes (1) I Security List C inoasmp (Change compartment)

Route Tables 2) I Security List for Private Subnet-oasven I | &
Private Subnet-oasven2

Internet Gateways (1) + Another Security List
Public Subnet-oasven

Attachments (1) Private Subnet-oasven 25 Show Tagging Options

Network Security Groups (0)

Security Lists (2) ancel

NOTE: Ensure the ingress security rules exist for the DBCS host and port from the OAS server subnet.

Similarly, create the same subnet in the OCI DR region, for example, Phoenix.

(Phoenix) v/

Networking » Virtual cloud networks » Virtual Cloud Network Details

Mowe oo || i ege

VCN Information Tags

Compartment: casmp OCID: ...tni3zq Show Copy
Created: , 19:56:59 UTC DNS Resolver: casven
AVAILABLE IPv4 CIDR Block: 172.0.0.0/16 Default Route Table: Default Route Table for casven
IPV6 Prefix: - DNS Domain Name: oasvcn.oracleven.com
Resources Subnets in oasmp Compartment

CIDR Blocks/Prefixes (1)

Name State 1Pv4 CIDR Block 1PV6 Prefixes Subnet Access Created
Route Tables (2)
Private Subnet-oasvend @ Available 172030124 c Private (Regional)
Internet Gateways (1)
Private Subnet-oasven? ® Available 172020124 c Private (Regional)
Dynamic Routing Gateways
Attachments (1) Private Subnet-oasven @ Available 172.0.1.0124 - Private (Regional)
Network Securtty Groups (0) Public Subnet-oasven @ Available 172.0.0.0124 c Public (Regional)

(Phoenix) v/
Networking > Virtual cloud networks » oasven » Subnet Details
Private Subnet-oasvcn3 I
Edit | Moveresource | Addtags | = Create path analysis v
Subnet Information  Tags
OCID: ...2pkivg_Show Copy Compartment: oasmp
1Pv4 CIDR Block: 172.0.3.0/24 DNS Domain Name: oase.oasven.oracleven.com Hide Copy
AVAILABLE 1PV6 Prefix: - Subnet Access: Private Subnet
Virtual Router MAC Address: DHCP Options: Default DHCP Options for oasven
Subnet Type: Regional Route Table: Route Table for Private Subnet-oasven
Resources SeCUI’Ity Lists
Security Lists (1) Add Security List
Loos Name state Compartment Created -
1PV6 Prefixes ()
Securiy List for Private Subnet-oasvcn © Available oasmp . 19:57:02 UTC
Tag fiters add | clear Showing 1item < 1of1 >

Create the primary OAS Marketplace instance1 with a domain in the OCI’s home region, such as Ashburn, and a
hostname, such as oas1.
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= ORACLE Cloud ‘ Cloud Classic ‘ Search resources, services, documentation, and Marketplace US East (Ashbum) v ﬂ

Marketplace » Oracle Analytics Server - BYOL

Oracle Analytics Server - BYOL Type

i Pi
ORACLE Stack Software price per OCPU
Analytics Fast Deployment of Oracle Analytics Server on Oracle Cloud Infrastructure BYOL
Version A 5
Oracle Analytics Server (Bring your own license)

» : L) 0AS 2024 0101 (3/18... 3
Categories: Business Applications There are additional fees for the

infrastructure usage. @
Compartment

oasmp

oaseceal (root)oasmp

<>

have reviewed and accept the Oracle standard Terms and Restrictions.

Oracle Analytics Server Domain Configuration

Create Oracle

Select to create and configure an Oracle Analytics Server domain after installation. Domain creation takes about 30 minutes to complete after this stack job finishes

Analytics Se

While creating the OAS instance, use the below DBCS pluggable database connection string.

db 19rac-scan.ceal.oracle.com: 152 1:pdb 19rac.ceal.oasvcn.oraclevcn.com

Similarly, create an OAS marketplace instance2 without domain config in the same OCI home region, such as
Ashburn, and a hostname, such as oas2.

= ORACLE Cloud ‘UOUdC'aSSiC ‘ Search resources, services, documentation, and Marketplace US East (Ashbum) v ﬂ 4\5/:- @ 0

Marketplace » Oracle Analytics Server - BYOL

Oracle Analytics Server - BYOL Type ,
ORACLE Stack Software price per OCPU
Analytics Fast Deployment of Oracle Analytics Server on Oracle Cloud Infrastructure BYOL

Version 5 5
(Bring your own license)

Oracle Analytics Server
OAS 2024 0101 (3/18...
Categories: Business Applications There are addiional fees for the

infrastructure usage. (7)

Compartment

oasmp

oasecesl (root)oasmp

<>

have reviewed and acoept the Oracle standard Terms and Restrictions.

Launch Stack
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= ORACLE Cloud ‘ Cloud Classic > Search resources, services, documentation, and Marketplace US East (Ashbum) v ﬂ '@j @ (o]

Create stack Help
Use the corresponding private key to access the compute instance. -

@ Stackinformation

e Configure variables

© Review Network Configuration

VCN Compartment

oasmp &
The compartment in which the VCN resources exists.
Virtual Cloud Network

oasven <3
Select an existing VCN in which to create the compute instance.
Subnet Compartment

oasmp
The compartment in which the subnet resources exists.

Subnet @O

[ Private Subnet-oasvcn3 (Regional) 2

Select an existing subnet for the compute instance

Assign a public IP address to the compute instance

Only applicable if you select 2 public subnet. Don't select this option if the subnet s private.

Oracle Analytics Server Domain Configuration

Create Oracle Analytics Server Domain

Select to create and configure an Oracle Analytics Server domain after installation. Domain creation takes about 30 minutes to complete after this stack job finishes. ‘ @

Previous Cancel

Check the hostnames of both the OAS instances.

Ashburn:
oas1.o0ase.oasvcn.oracleven.com

0as2.oase.oasvcn.oracleven.com

Test that the domain is created successfully and that the OAS URL is accessible from the OAS instance in the OCl's
home region.

Stop all the services on the OAS compute instance.

/u01/data/domains/bi/bitools/bin/stop.sh

Create OAS OCI Compute Instances (Silent Installation)
Install If your requirement demands that you create OCI compute VMs for OAS and install OAS without using the OCI

Marketplace, you can create OCI compute VMs in the private subnet and access them through the bastion server.

Refer to the silent installation and configuration blog, Automating Oracle Analytics Server Silent Installation, Critical
Patch Update, and Configuration on Linux for OAS 2024.

Automating Oracle Analytics Server Silent Installation, Critical Patch Update, and Configuration on Linux (Doc ID
3022531.1).
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Create a Block Volume

Create a Block Volume in OCI Console, For more details, see Block Volume, see Creating a Block Volume.

Create a block volume for the OAS compute instance1 in OCl’s home region, for example, Ashburn.

Sign-in to OCI Console

Navigate to Storage > Block Volumes

Q. search Storage
Home Block Storage Object Storage & Archive
Storage
Compute Block Volume Backups EECEE
I Storage | Block Volume Replicas
Networking Volume Groups

Create Block Volume

Cloud Classic documentation, and Marketplace useasstashum) v 5] 2 ) & O
Create block volume Help

Name

0as2024bv1

Create in compartment

oasecea (root)oasmp

Availability domain

yBdo:US-ASHBURN-AD-1 )

Volume size and performance

© Default Custom

Volume performance: Balanced
IOPS: 25,000 IOPS (60 IOPS/GB)
Throughput: 430 MB/s (480 KB/s/GB)

Backup policies

Select backup policy in oasmp (Change compartment)
o

Daily incremental backups at midnight. Retain 7 days. Weekly incremental backups. At midnight Sunday. Retain 4 weeks. Monthly incremental backups.
At midnight on the 1st of the month. Retain 12 months. Yearly full backups. At midnight January 1. Retain 5 years

Cross region copy target: None @ .

Create Block Volume Save as stack Cancel

Select the same compartment as the OAS compute instance exists.
Select the volume size (1024 GB or 512 GB) per your requirement.
Select the Backup policy per your requirement between (Gold or Silver or Bronze).

For more details, see the OCI Documentation.
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= ORACLE Cloud earch resources, services, documentation, and Marketplace US East (Ashbum) v/ ASON:= N ¢ )

Create block volume Help

Volume performance: Balanced -
I0PS: 25,000 IOPS (60 IOPS/GB)
Throughput: 480 MB/s (480 KB/s/GB)

Backup policies

Select backup policy in oasmp (Change
[ ] ~

Daily incremental backups at midnight. Retain 7 days. Weekly incremental backups. At midnight Sundar Retain 4 weeks. Monthly incremental backups.
At midnight on the 1st of the month. Retain 12 months. Yearly full backups. At midnight January 1. Retain 5 years.
Cross region copy target: None @

Cross region replication

Enables asynchronous cross region volume repication. Learm more

Volume Encryption
© Encrypt using Oracle-managed keys
Leaves ail encryption-related matters to Oracle.
Encrypt using customer-managed keys
Requires you 1o have access to 3 vaid Key Management key

3% Show Tagging Options

Create Block Volume Save asstack | Cancel

Do not enable cross-region replication.

Attach the Block Volume

Attach the Block Volume to the OAS compute instance 1, For more details, see Attaching a Volume

NOTE: Do not mount the same block volume to multiple compute instances; better to have a dedicated block volume

for each compute instance.

Go to OCl's home region, such as Ashburn.
Add the block volume to the OAS compute instance.

Navigate to the block volume > Attached Instances
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https://docs.oracle.com/en-us/iaas/Content/Block/Tasks/attachingavolume.htm#top

= ORACLECCI

AVAILABLE

Resources

Metrics

Block Volume Backups
Block Volume Clones

Block volume replicas

List scope

Compartment

oasecel (rootyoasmp

©

jocumentation, and Marketplace

OCID: __.idcpjq Show Copy.
Created: Sun, May 19, 2024, 07:59:48 UTC
Size: 1024 GB ()

Auto-tune performance policies
Performance based auto-tune: Off (i)
Detached volume auto-tune: Off (7)

Performance

Performance: Balanced (VPU/GB:10) @

I0PS: 25,000 IOPS

Throughput: 480 MB/s

Default performance: Balanced (VPU/GB:10) @

Attached Instances

Attach to Instance

Name State Shape Attachment Type

Attachment Access

Volume group: None

Scheduled backups
Managed by: Volume (2)

Backup policy: Gold (7)

Cross region copy target: None (i)

Cross region replication
Managed by: Volume (&)
Cross region replication: Off (i)

In-Transit Encryption Device path

No items.

US East (Ashbum) v [

Multipath Created

Showing Oitems ¢ 1of1 )

While attaching the block volume to the OAS compute instance, choose the attachment type based on your
requirement. See the OCl documentation, Overview of Block Volume.

In this example, choose the iSCSI attachment type as the IOPS performance is better with iSCSI attachments
compared to paravirtualized attachments.

For more information about iSCSI-attached volume performance, see Block Volume Performance.

Attachment type
0IsCS =

Attach to Instance

Paravirtualized

Access Type

© Read/Write =——

Read/Write - Shareable

volumme
Read-only - Shareable

instances.

Instance

© Select Instance

Oas  —

Choose instance in oasmp  (Change compartment)

OCID: ocid1.instance.oc1.iad.¢
Image: oas-image-7.0.0.0.0-042423-070429_b
Shape: VM.Standard.E4.Flex

Require CHAP credentials (D)

Select the OAS instance for which you need to attach the Block volume.
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https://docs.oracle.com/en-us/iaas/Content/Block/Concepts/overview.htm
https://docs.oracle.com/en-us/iaas/Content/Block/Concepts/blockvolumeperformance.htm#Block_Volume_Performance

A i -

Throughput: 480 MB/s
Default performance: Balanced (VPU/GB:1 Instance
O Select Instance Enter Instance OCID
Foseiess Attached Instances Choose instance in casmp  (Change compartment
[ — s
OCID: ocid1.instance.oc1.iad.an 135q

Metrics.

Image: oas-image-7.0.0.0.0-042423-070429_b
Attached Instances

Name State Shape: VM Standard E£4.Flex
Block Volume Backups
Require CHAP credentials (D
Block Volume Clones
Use Oracle Cloud Agent to automatically connect to iSCSl-attached volumes (2
Block volume replicas
Device path C
List scope -
Compartment

c

ssmp

To list the existing Device Paths on the OAS Compute instance, run the below command.
11 /dev/oracleoci/oraclevd*

[root@oas opcl# 11 /dev/oracleoci/oraclevd*

lrwxrwxrwx. 1 root root 6 Sep 5 20:22 /dev/oracleoci/oraclevda
Lrwxrwxrwx. root root Sep 20:22 /dev/oracleoci/oraclevdal
lrwxrwxrwx. root root Sep 20:22 /dev/oracleoci/oraclevda2
Lrwxrwxrwx. root root Sep 20:22 , oracleoci/oraclevda3
Lrwxrwxrwx. root root Sep 20:22 / oracleoci/oraclevdad
lrwxrwxrwx. 1 root root Sep 20:22 /dev/oracleoci/oraclevdaS
[root@oas opcl#

w
L L

wmw n
L L
NEWN -

W
[+}]

fdisk -1
[root@oas opcl# fdisk -1
WARNING: fdisk GPT support is currently new, and therefore in an experimental phase. Use at your own discretion.

Disk /dev/sda: 751.6 GB, 751619276800 bytes, 1468006400 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 4096 bytes

I/0 size (minimum/optimal): 4096 bytes / 1048576 bytes

Disk label type: gpt

Disk identifier: C964E8FC-5212-4DFD-9771-F2F8D1ESEES6

Start End Size Type Name
1 2048 411647 200M EFI System EFI System Partition
2 411648 17188863 8G Linux swap
3 17188864 226904063 100G Linux filesyste
4 226904064 436619263 106G Microsoft basic primary
5 436619264 1468004351 491.8G Microsoft basic primary

Disk /dev/mapper/vg_app-vg_app--lv_app: 107.4 GB, 107369988096 bytes, 209707008 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 4096 bytes

I/0 size (minimum/optimal): 4096 bytes / 1048576 bytes

Disk /dev/mapper/vg_data-vg_data--lv_data: 528.1 GB, 528067067904 bytes, 1031380992 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 4096 bytes

I/0 size (minimum/optimal): 4096 bytes / 1048576 bytes

df -h

[root@oas opcl# df -h

Filesystem Size Used Avail Use% Mounted on
devtmpfs 326G 0 326 0% /dev

tmpfs 326G 0 326G 0% /dev/shm

tmpfs 326 17M 326G 1% /run

tmpfs 326G 0 326 0% /sys/fs/cgroup
/dev/sda3 106G 4.0G 97G 4%

/
/dev/sdal 200M 7.4M 193M 4% /boot/efi
/dev/mapper/vg_app-vg_app--Llv_app 98G 136G 81G 14% /u0l/app
tmpfs 6.3G 6.36 0% /run/user/0
/dev/mapper/vg_data-vg_data--lv_data 484G 456G 1% /u@l/data
tmpfs 6.3G 6.3G 0% /run/user/1000
tmpfs ?.36 6.3G 0% /run/user/994

1sblk

13 Setup Primary Oracle Analytics Server Environment for Disaster Recovery managed by OCI Full Stack Disaster Recovery / version 1.0 ORACLE
Copyright © 2024, Oracle and/or its affiliates / Public



[root@oas opcl# lsblk
NAME : Z TYPE MOUNTPOINT

sda 0 700( disk

w o

N
wn

WoON

Since the device path /dev/oracleoci/oraclevda is already used, we can select below
device path “/dev/oracleoci/oraclevdb”.

Click on Attach.

= ORACLE Cloud Cloud Classic ) Search re: prvic ation, and Marketplace US East (Ashburn) v

Attach to Instance

Once the volume is attached, run the block volume's ISCSI commands. To view these commands, locate the instance in the list of
attached instances for a volume. Then, click ISCSI Commands & Information in the Actions menu. Learn more

Close

Auto-tune performance poll Backup policy: Gold

Performance based auto-tune: Off (7) Cross region copy target: None ()

Detached volume auto-tune: Off (i) ) . .
Cross region replication

Performance Managed by: Volume (7)

Performance: Balanced (VPU/GB:10) (D) Cross region replication: Off (7)

10PS: 25,000 I0PS

Throughput: 480 MB/s

Default performance: Balanced (VPU/GB:10) (D)

Resources Attached Instances
Metrics The volume cannot be attached to another instance because the attachment is not configured as shared. ‘
Attached Instances
Block Volume Backups
Block Volume Clones Attachment Attachment In-Transit
Name State Shape Type Access Encryption Device path Multipath  Created
Block volume replicas

. View Instance Details
oas Atacheq  VM-Standard E4.Flox | 1SCSI Read/Write Disabled /dev/oracleocioraclevad | No
Copy OCID /

>
Compartment ISCSI Commands & Information
-m\sm <
- Detach from Instance

Select the Actions menu and click on the iISCSI commands & Information.

NOTE: If you chose the Attachment type as Paravirtualized, you need not run the iSCSI commands.
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ORACLE Cloud c Search resou s, documentation, and Marketplace US East (Ashbum) v/

iSCSI Commands & Information

Attach Commands

sudo iscsiadm -m node -0 new -T iqn.2015-12.com. -4 P
169.254.2.2:3260
sudo iscsiadm -m node -0 update -T iqn.2015-12.com oracleiaas:aac8e2b1-53ef-4997-af65-0e< 0de -n node.startup
Copy
Detach Commands

sudo iscsiadm -m node -T ign.2015-12.com. -53ef-4997-af65 -p 169.254.2.2:3260 -u
sudo iscsiadm -m node -0 delete -T iqn.2015-12.com.oracleiaas:aac8e2b1-53ef-4997-af65-Oe- s04e -p

Copy

IP Address And Port
169.254.2.2:3260

Copy

Volume IQN
iqn.2015-12.com.oracleiaas:aac8e2b1-53ef-4997-af65-0e<

Copy

Attach commands should be run on the Target OAS compute instance.

0.3.242 (0pc)

s opcl# sudo new 1qn.2015-12.com.ora CE! -4 -0e4c5cOcchde
node [tcp:[hw . s s efault] s n ac8e2b f-4997 4cS5cOccOde] added
opc J#
opc]# sudo iscsti node update iqgn 15-12.com.oracleiaas: ef ed4c5cOccOde node.startup automatic
opc J#
node L .com.oraclei
get: 1gn.2015-12.com.c il c portal: )] (multiple)
1gn.2015-12.com.oracl -

Run the command to check the attachment.
1sblk

[root@oas opcl#
[root@oas opcl# lsblk
NAME MAJ:MIN RM MOUNTPOINT
sdb 8:16 0 i
sda
-sda4
| —vg_app-vg_app--lv_app
—sda2
—sda5
L-vg_data-vg_data--lv_data
—sda3
sdal
[root@oas opcl# |}

N
w

Jubl/app
[SwaAP]

ON 0O

N
w

01/data

PWERL,UONO AO
(el oNoNoNoRoNoNo]

woN

/boot/efi

fdisk -1
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[root@oas opcl# fdisk
WARNING: fdisk GPT support is currently new, and therefore in an experimental phase. Use at your own discretion.

Disk /dev/sda: 751.6 GB, 751619276800 bytes, 1468006400 sectors
.config 2023-04-24 05:38 opc opc  drwxrwxr-x

I/0 size (minimum/optimal): 4096 bytes / 1048576 bytes
Disk label type: gpt
Disk identifier: C964E8FC-5212-4DFD-9771-F2F8D1ESEE86

Start End Size Type Name
1 2048 411647 200M EFI System EFI System Partition
p 411648 17188863 8G L1inux swap
3 17188864 226904063 100G Linux filesyste
4 226904064 436619263 106G Microsoft basic primary
5 436619264 1468004351 491.8G Microsoft basic primary

Disk /dev/mapper/vg_app-vg_app--lv_app: 107.4 GB, 107369988096 bytes, 209707008 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 4096 bytes

I/0 size (minimum/optimal): 4096 bytes / 1048576 bytes

Disk /dev/mapper/vg_data-vg_data--lv_data: 528.1 GB, 528067067904 bytes, 1031380992 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 4096 bytes

I/0 size (minimum/optimal): 4096 bytes / 1048576 bytes

Disk /dev/sdb: 1099.5 GB, 1099511627776 bytes, 2147483648 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 4096 bytes

I/0 size (minimum/optimal): 4096 bytes / 1048576 bytes

11 /dev/oracleoci/oraclevd*

[root@oas opc]# 11 /dev/oracleoci/oraclevd*

Lrwxrwxrwx. 1 root root 6 Sep : /dev/oracleoci/o
Lrwxrwxrwx. 1 root root 7 Sep : / oracleoci
Lrwxrwxrwx. root root 7 Sep . ora
Lrwxrwxrwx. root root Sep

Lrwxrwxrwx. root root 7 Sep

Lrwxrwxrwx. root root Sep

lrwxrwxrwx. 1 root root Sep

[root@oas opcl# |}

Q.
oo oo
N EWN -

/dev/sdb is created as xfs file system, changeitto ext4 file system.

Run the command: mkfs.ext4 /dev/sdb

[root@oas u01]# mkfs.ext4 /dev/sdb

mke2fs 1.45.4 (23-Sep-2019)

Discarding device blocks: done

ing filesystem with 268435456 4k blocks and 67108864 1inodes

Fllesystem UUID: f402aa8f-beaf-4bc9-bal6-albaded79e36

Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632, 2654208,
4096000, 7962624, 11239424, 20480000, 23887872, 71663616, 78675968,
102400000, 214990848

Allocating group tables: done

Writing inode tables: done

C ting journal (262144 blocks): done

Writing superblocks and filesystem accounting information: done

[root@oas u61]# ]

Check the file system, run the command: sudo blkid

[root@oas u01]# sudo blkid

/dev/sda3: UUID="544006b2-b9e2-4a20-8fc3-9c9857d2f741" TYPE="xfs" PARTUUID="c8d76213-0a0a-4d29-9f5f-29b5c05847f2"
/dev/sdal: SEC_TYPE="msdos" UUID="6AA8-4DOD" TYPE="vfat" PARTLABEL="EFI System Partition" PARTUUID="11d0@e5a8-1560-4e2
b-9c25-3e040e8f6073"

/dev/sda2: UUID="04bcf4b0-6498-4157-8d46-cefd16d0079c" TYPE="swap" PARTUUID="ba42ad6a-9ebc-444f-9b06-0d8d97173961"
/dev/sdad: UUID="zQP7wh-ylKM-NXQ3-QSzb-xv6V-5c]G-enXotK" TYPE="LVM2_member" PARTLABEL="primary" PARTUUID="2a5a43cd-1d

df-43f9-b32a-5abf20408daf"
/dev/sda5: UUID="nh8Sx0-Gn8G-98hF-r50B-s22F-vgby-fQMIlr" TYPE="LVM2_member" PARTLABEL="primary" PARTUUID="d924ff91-f0
e3-41e8-89b0-10cfddac5b1b"
/dev/mapper/vg_. app vg_ app--lv app: UUID="c8e08d0d-6431-47c8-859a-a3a9d6cdedb7" TYPE="ext4"
/
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As root user

cd /

1s -1

frootéoas /j# 1s -1

total 36

Lrwxrwxrwx.
dr-xr-xr-x.
drwxr-xr-x.
drwxr-xr-x.
drwxr-xr-x.
Lrwxrwxrwx.
Lrwxrwxrwx.
drwxr-xr-x.
drwxr-xr-x.
drwxr-xr-x.
dr-xr-xr-x.
dr-xr-x---.
drwxr-xr-x.
Lrwxrwxrwx.
drwxr-xr-x.
dr-xr-xr-x.
drwxrwxrwt.
drwxrwxrwx.
drwxr-xr-x.
drwxr-xr-x.

Rename the /u01 folder to /u01 bkp

oN

N
-

w

root
root
root
root
root
root
root
root
root
root
root
root
root
root
root
root
root

oracle oracle

root
root

root
root
root
root
root
root
root
root
root
root
root
root
root
root
root
root
root

root
root

mv /u0l /ul0l bkp

[root@oas /]# mv /ubl /uel_bkp
[root@oas /]# 1s -1

total 32

Trwxrwxrwx.
dr-xr-xr-x.
drwxr-xr-x.
drwxr-xr-x.
drwxr-xr-x.
Trwxrwxrwx.
Trwxrwxrwx.
drwxr-xr-x.
drwxr-xr-x.
drwxr-xr-x.
dr-xr-xr-x.
dr-xr-x-—.
drwxr-xr-x.
Trwxrwxrwx.
drwxr-xr-x.
dr-xr-xr-x.
drwxrwxrwt.
drwxrwxrwx.
drwxr-xr-x.
drwxr-xr-x.

2
9

2
2
4
24

2

1
4
2
5
4
1
1
1
6
3
1
P
13
10
4
13
21

[root@oas /1# i

Create a folder /u01 and mount the /dev/sdb path which is the path due to attaching the Block volume.

As root user

mkdir /u01l

Take backup of /etc/fstab file.
cp /etc/fstab /etc/fstab orig
Edit the /etc/fstab and add the line to mount the path

Change the existing mount points

From:

/dev/vg _app/vg _app-lv_app /u0l/app

/dev/vg data/vg data-lv_data /u0l/data
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root
root
root
root
root
root
root
root
root
root
root
root
root
root
root
root
root

root
root
root
root
root
root
root
root
root
root
root
root
root
root
root
root
root

oracle oracle

root
root

root
root
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e -

To:

/dev/vg _app/vg_app-1lv_app /ul0l bkp/app

/dev/vg data/vg data-lv_data /u0l bkp/data

Add new line to mount the attached block volume device path /dev/sdb as /u01
fdisk -1 command shows that the attached path as /dev/sdb

/dev/sdb /u0l ext4 defaults, netdev,nofail 0 2

1]3.10.0.3.242 (opc)
|
#
# Jetc/fstab
# Created by anaconda on Mon Sep 26 03:04:11 2022
#
# Accessible filesystems, by reference, are maintained under '/dev/disk
# See man pages fstab(5), findfs(8), mount(8) and/or blkid(8) for more info
#
UUID=544006b2-b9e2-4a20-8fc3-9c¢9857d2f741 / xfs defaults,_netdev, netdev 0 0
UUID=6AA8-4DOD /boot/efi vfat defaults,uid=0,g1d=0,umask=0077,shortname=winnt,_netdev, netdev,x-initrd.mount 0 @
UUID=04bcf4b0-6498-4157-8d46-cefd16d0079¢c swap swap defaults,_netdev,x-initrd.mount © ©
HARARAAAARRRRRRRARAAAAARRRRRRRRRARAAAR

ORACLE CLOUD INFRASTRUCTURE CUSTOMERS

If you are adding an 1iSCSI remote block volume to this file you MUST

include the '_netdev' mount option or your instance will become

unavailable after the next reboot.

SCSI device names are not stable across reboots; please use the device UUID instead of /dev path.

Example:
UUID="94c5aade-8bb1-4d55-adoc-388bb8aa716a" /datal xfs defaults,noatime,_netdev

More information:

https://docs.us-phoenix-1.oraclecloud.com/Content /Rlock /Tasks/connectinatoavolume.htm
/dev/vg_app/vg_app-lv_app /u0l_bkp/app extd defaults,noatime,nodiratime,nodev,_netdev 0 2
/dev/vg_data/vg_data-lv_data /u0l_bkp/data extd defaults,noatime,nodiratime,nodev,_netdev 0 2
/dev/sdb suel ext4 defaults,_netdev,nofail 0 2

sudo mount -a
df -h

[root@oas /]# df -h

Filesystem Size Used Avail Use% Mounted on
devtmpfs 32G 32G 0% /dev

tmpfs 326G 32G 0% /dev/shm

tmpfs 32G 32G 1% /run

tmpfs 32G 32G 0% /sys/fs/cgroup
/dev/sda3 81G 20% /

/dev/sdal 193M 4% /boot/efi
tmpfs : 6.3G 0% /run/user/0
tmpfs : 6.3G 0% /run/user/1000
tmpfs : 6.3G 0% /run/user/994
/dev/sdb 956G 1% /u01l

[ront@nas /12 W

Reboot the OAS compute instance either from the ssh terminal or from the OCI console

reboot -f

After restart, check the mount point.
df -h

[opc@oas ~]$ df -

Filesystem Size Avail Use% Mounted on
devtmpfs 326G 326 0% /dev

tmpfs 326G 326G 0% /dev/shm

tmpfs 326G 326 1% /run

tmpfs 326G 326G 0% /sys/fs/cgroup
/dev/sda3 100G 81G 20% /

/dev/sdal 200M . 193M 4% /boot/efi

tmpfs 6.3G 6.3G 0% /run/user/0
/dev/mapper/vg_app-vg_app--Llv_app 98G 81G 14% /u01_bkp/app
/dev/mapper/vg_data-vg_data--lv_data 484G 2. 456G 1% /u@l_bkp/data
/dev/sdb 1007G 956G 1% /u0l

tmpTs 6.3G 6.36G 0% /run/user/994
tmpfs 6.3G 6.3G 0% /run/user/1000
[opc@oas ~1$ [l
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chown -R oracle:oracle /u0l

chmod 777 /u01

Copy the app and data folder from /u01 bkp to /u01
cd /u0l_bkp

cp -rp * /ull

cd /u01

1s -1

%/5.10.0.3.242 (opc)

[oracle@oas b1]$ cd /ubl
[oracle@oas u01]$ 1s -1

total 8

drwxrwxr-x. 7 oracle oracle 4096 Sep 5 20:22
drwxr-xr-x. 4 oracle oracle 4096 Sep 5 20:55
[oracle@oas uo1]$ i

Start the services in the OAS instance1 and test the access of the OAS.
After the test, stop all services in the OCI home region OAS instance1.

Since the block volume 0as2024bv1 is attached to the OAS instance1 and the app and data folders are copied from
the /uO1_bkp to /u01, the block volume has the data.

Repeat the steps, creating a Block Volume (0as2024bv2), attaching it, and mounting it to the OAS compute
instance for the second OAS node2 in the Cluster environment.

You can automate these steps using the OCI CLI and bash scripts if needed.

Setup Shared Files and Directories between the two OAS nodes
Create the singleton data directory (SSD) with OCI File System Storage for an OAS cluster environment and mount it
as a shareable folder with read/write permissions between the OAS server's cluster nodes.

For more details, see Mounting File Systems and Mounting OClI File Storage.

The singleton data directory (SDD) stores the metadata. The default location is set to:
/u0l/data/domains/bi/bidata

The SDD path is defined in the file bi-environment.xml, located at
/ul0l/data/domains/bi/config/fmwconfig/bienv/core/bi-environment.xml
Edit the bi-environment.xml modify $DOMAIN HOME/bidata/ to /sdd/bidata/

<bi:singleton-data-directory>/sdd/bidata/</bi:singleton-data-directory>

Create an OCI File System Storage and mount it as /sdd on all the nodes of the OAS cluster environment.

After mounting the OCI File System as /sdd, copy the /u01/data/domains/bi/bidata to /sdd

19 Setup Primary Oracle Analytics Server Environment for Disaster Recovery managed by OCI Full Stack Disaster Recovery / version 1.0 ORACLE
Copyright © 2024, Oracle and/or its affiliates / Public



https://docs.oracle.com/en-us/iaas/Content/File/Tasks/mountingfilesystems.htm
https://blogs.oracle.com/cloud-infrastructure/post/mounting-oci-file-storage-and-other-nfs-shares-on-docker-containers

cp -rp /ull/data/domains/bi/bidata /sdd

Create a File System Storage

In the OCI console, navigate to storage - File Storage - File System

Q search Storage

Block Storage Object Storage & Archive Related services

Block Volumes StorRoe Data Transfer

Compute
P Block Volume Backups Buceh Limits, Quotas and Usage

Home

Storage I Block Volume Replicas

Help

Networking Volume Groups Getting Started on OCI

Oracle Database Volume Group Backups Block Storage
File Storage
Object Storage

Databases Volume Group Replicas

Backup Pol
Analytics & Al ackuprotaes Archive Storage

. Storage Gateways
Developer Services File Storage Service Limits

Q(Flle Systems

Identity & Security
Mount Targets

Observability & Management

Hybrid

Migration & Disaster Recovery

Billing & Cost Management

Terms of Use and Privacy ~ Cookie Preferences Copyright © 2024, Oracle and/or its affiliates. All rights reserved.

= ORACLE Cloud ‘ Cloud Classic Search resources, services, documentation, and Marketplace US East (Ashburn) v
File Storage File Systems in oasmp Compartment
File Storage provides durable, scalable, secure, enterprise-grade network File Systems that you can connect to from any bare metal, virtug 221
machine, or container instance in your Virtual Cloud Network (VCN). Watch a video introduction.
Mount Targets Delete
Additional resources Name State Availability Domain Utilization @ Created
uoilCores o No File Systems found using the selected list scope and filters
Snapshot Policies 0 selected Showing Oitems ¢ 1of1 >
List scope
Compartment
[ oasmp S ]
oaseceal (root)/oasmp
Filters
State
Any state &
Terms of Use and Privacy  Cookie Preferences Copyright © 2024, Oracle and/or its affiliates. Al rights reserved.
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ACLE Cloud Cloud Classic » ‘ Search resources, services, documentation, and Marketplace US East (Ashburn) v 3 (é> @ 0

Create File System

This workflow creates a new File System. To get started, choose the type of File System you want to create. Then,
can keep the provided information or click Edit details to change it. Click Create to finish.

File System for NFS File System for Replication
Create a File System and an associated Export in Create an unexported File System. Unexported File
a Mount Target. You can mount and access the Systems can be used as target File Systems for
File System as soon as it is created. Learn more replicated data. Learn more about replication.

ing File Systems. v

File System information Edit details

Name: FileSystem-20240516-0737-27
Availability Domain: yBdo:US-ASHBURN-AD-1
Compartment: oaseceal (root)/oasmp
Encryption key: Oracle-managed key
Snapshot Policy: -

Export information dit detail
‘ Save as stack | Cancel
Terms of Use and Privacy  Cookie Preferences Copyright © 2024, Oracle and/or its affilistes. Al rights reserved.
= ORACLE Cloud Cloud Classi Search resources, services, documentation, and Marketplace US East (Ashbumn) v [3 (E\V @ 0

Create File System
e?

Export information Edit detaug{

Exports control which File Systems are available to a given Mount Target. Create a new Export to make your
File System available through the selected Mount Target. Learn more.

Export path: /FileSystem-20240516-0737-27
Use secure Export options: Disabled @
Use LDAP for group list: Disabled @

Mount Target information Edit details

Mount Targets are endpoints used to access your File Systems. The following Mount Target will be created and
associated with your new File System. Learn more.

New Mount Target name: MountTarget-20240516-0737-27
Compartment: oaseceal (root)/oasmp
Virtual Cloud Network: oasven

Subnet: Private Subnet-oasven3

Save as stack Cancel

Terms of Use and Privacy ~ Cookie Preferences Copyright © 2024, Oracle and/or its affiliates. All rights reserved.
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ACLE Cloud | Cloud Giassic > |

Search resources, services, documentation, and Marketplace

US East (Ashburn) v/ 200 60

File Storage » File Systems » File System details

FileSystem-20240516-0737-27

( ACTIVE )

File System information

General properties

OCID: ...zqaaaa Show Copy

Created: Thu, May 16, 2024, 07:38:13 UTC
Utilization: 08 (%)
Availability Domain: yBdo:US-ASHBURN-AD-1

Compartment: oaseceal (root)/loasmp

Clones

Hydration: Complete (7)

Source Snapshot: - (2)

Parent File System: - (%)

Clone root: False (7)

Terms of Use and Privacy ~ Cookie Preferences

Tags

Rename Move resource Add tags

Encryption

Encryption key: Oracle-managed key Edit

Replication

Targetable: False (7)

Replication Target: - (7)

Snapshot Policy

Snapshot Policy: - (%)

Copyright © 2024, Oracle and/or its affiliates. All rights reserved.

ORACLE Cloud

Cloud Classic > ‘

Hydration: Complete (?)

Source Snapshot: - (7)

Parent File System: - (%)

Clone root: False ()

Descendants: False (7)

Resources

Snapshots

Replications

Snapshot Policy

Exports

Export path

[FileSystem-20240516-0737-27

0 selected

Metrics

Filters

State

Any state 3

Terms of Use and Privacy ~ Cookie Preferences

Search resources, services, documentation, and Marketplace

State

® Active

US East (Ashburn) \v

Snapshot Policy: - (7)

Mount Target

MountTarget-20240516-0737-27

Created

Thu, May 1

g Copy OCID >
Open support request

Delete

Copyright © 2024, Oracle and/or its affiliates. All rights reserved.
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Mount commands

Export information

OCID: ..zqaaaa Show Copy File System: FileSystem-20240516-0737-27
Created: Thu, May 16, 2024, 07:38:27 UTC Mount Target: MountTarget-20240516-0737-27
ACTIVE Use LDAP for group list: Disabled Edit (%)
Resources : :
NFS client Export options

NFS client Export options control how clients can access your File System. Learn more

Edit options

Source (i) | Ports (i) Access (i) Anonymous access (7) = Allowed authentication options (i) = Squash (%) = Squash UID (i)

NFS client Export options (1)

Any Read/Write  Not allowed SYS None Not used

Showing 1 item

»

Copyright © 2024, Oracle and/or its affiliates. All rights reserved

Terms of Use and Privacy ~ Cookie Preferences

= ORACLE Cloud Cloud Classi Search resources, services, documentation, and Marketplace US East (Ashbumn) v Q @ @ O

Hydration: Complete () Snapshot Policy: - (%)
Source Snapshot: - (7)
Parent File System: - (?)

Clone root: False (2)
Descendants: False (7)

Resources Exports
Snapshots
Export path State Mount Target Created
Replications

| [FileSystem-20240516-0737-27 @ Active MountTarget-20240516-0737-27 Thu, May 16, 2024, 07:38:27 UTC E]

Snapshot Policy
0 selected Showing 1item ¢ 10of1 >
Metrics

Filters

State

Any state V

Copyright © 2024, Oracle and/or its affiliates. All rights reserved
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US East (Ashbum) v/ 020 @ 0

Search resources, services, documentation, and Marketplace

= ORACLE Cloud | Clousassic |

File Storage » File Systems » File System details » Export details

/FileSystem-20240516-0737-27

Export information

File Systs FileSystem-20240516-0737-27

OCID: ..zqaaaa Show Copy

Created: Thu, May 16, 2024, 07:38:27 UTC Mount Target: MountTarget-20240516-0737-27

ACTIVE Use LDAP for group list: Disabled Edit @

Resources NFS client Export options

NFS client Export options control how clients can access your File System. Learn more

Edit options

source (7) Ports (i) = Access (i) Anonymous access (i) = Allowed authentication options (i) = Squash (i) = Squash UID (|

NFS client Export options (2)

Any Read/Write  Not allowed SYs None Not used -
»

Copyright © 2024, Oracle and/or its affiliates. All rights reserved.

Terms of Use and Privacy ~ Cookie Preferences

Mount Target also created.

Search reso rvices, documentation, and Marketplace US East (Ashbum) v

File Storage Mount Targets in oasmp Compartment

Mount Targets are NFS endpoints that are used to access File Systems

File Systems
Create Mount Target [0S

Additional resources Name State Availability Domain Virtual Cloud Network Subnet IP address Created -
Private Subnet-oasven3  10.0.3.225 Thu, May 16, 2024, 07:38:16 UTC

@ Active  yBdo:US-ASHBURN-AD-1 oasven

Outbound Connectors
0 selected Showing 1item ¢ 1of1 >

Snapshot Policies

List scope

Compartment

ORACLE

24 Setup Primary Oracle Analytics Server Environment for Disaster Recovery managed by OCI Full Stack Disaster Recovery / version 1.0

Copyright © 2024, Oracle and/or its affiliates / Public



= ORACLE Cloud ‘ Cloud Classic > ‘ Search resources, services, documentation, and Marketplace US East (Ashburn) v

Mount commands

@ Before mounting a File System, you must configure security rules to allow network traffic to and
from the Mount Target. You can set up security rules in subnet security lists, Network Security
Groups, or by using a combination of both. Learn more

« Stateful ingress to TCP ports 111, 2048, 2049, and 2050, and UDP ports 111 and 2048.
« Stateful egress for TCP source ports 111, 2048, 2049, and 2050, and UDP source port 111.

@ You can mount the File System using an FQDN if you specify a hostname for the Mount Target.
Ensure that the FQDN resolves to the Mount Target's IP address. Learn more

Image

Oracle Linux

Command to install NFS client
sudo yum install nfs-utils
Copy.
Command to create the mount point directory

sudo mkdir -p /mnt/FileSystem-20240516-0737-27

Loms

Terms of Use and Privacy ~ Cookie Preferences Copyright © 2024, Oracle and/or its affiliates. All rights reserved.

Add the Ingress and Egress security rules for the private subnet (10.0.3.0/24) used for OAS compute VMs with the
required ports and protocols TCP and UDP.

Ingress:

TCP: 111,2048,2049,2050.
UDP: 111,2048.

Egress:

TCP: 111,2048,2049,2050
UDP: 111.

ACLE Cloud Cloud Classic > Search resources, services, documentation, and Marketplace US East (Ashburn) \/

« Stateful ingress to TCP ports 111, 2048, 2049, and 2050, and UDP ports 111 and 2048.
« Stateful egress for TCP source ports 111, 2048, 2049, and 2050, and UDP source port 111.

@ You can mount the File System using an FQDN if you specify a hostname for the Mount Target.
Ensure that the FQDN resolves to the Mount Target's IP address. Learn more

Image

Oracle Linux

Command to install NFS client
sudo yum install nfs-utils
Copy.
Command to create the mount point directory
sudo mkdir -p /mnt/FileSystem-20240516-0737-27
Copy.
ICommand to mount the File System
sudo mount 10.0.3.225:/FileSystem-20240516-0737-27 /mnt/FileSystem-20240516-0737-27
Copy.

Terms of Use and Privacy  Cookie Preferences Copyright © 2024, Oracle and/or its affiiates. All rights reserved.
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To mount the OCI File System storage, execute the above commands in each OAS node.
As root user

mkdir /sdd

mount 10.0.3.225:/FileSystem-20240516-0737-27 /sdd

Add the above mount command in the /etc/fstab file as:
10.0.3.225:/FileSystem-20240516-0737-27 /sdd

You can also add as below:

10.0.3.225:/FileSystem-20240516-0737-27 /sdd nfs defaults,nofail,nosuid, resvport 0 0

After mounting the OCI File System as /sdd, copy the /u01/data/domains/bi/bidata to /sdd

cp -rp /ull/data/domains/bi/bidata /sdd

Mount the same File System to OAS node2 using the same mount commands.

Reboot all the OAS compute VMs in the cluster.

After attaching the block volume and the file system to all the nodes in the cluster, start the OAS services on OAS
node1.

Test if the OAS services start without issues.

If you want to use the OAS Node1 as the NFS server and mount the local folder as the /sdd directory, skip the creation
and mounting of the OCI File System and use the NFS Server setup and mounting steps from the OAS scale-out blog,
Scale Out Oracle Analytics Server on Oracle Cloud and On-Premises.

Setup Global Cache

In the EM enable Global Cache and set a path

Create a folder cache under /sdd/bidata and use the path /sdd/bidata/cache
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ORACLE Enterprise Manager Fusion Middieware Control 12¢ I WebLogic Domain v admin v
F biinstance © Qv Ev
lf3 Business Intelligence Instance v ® = £}

© Information
All configuration changes require the Bl Instance restart to take effect.

Overview Availability | Configuration | Diagnostics  Security

General | Performance | Presentation Mail

Performance Options Apply
Use this page to tune the performance of this Bl Instance.
Enable Bl Server Cache User Session Expiry
Enabling the server cache can greatly improve performance by enabling users who share data visibility to retrieve  Reducing the user session expiry time will increase performance as resources associated with the session can
row sets from queries that have already been run at the cost of the possibility of seeing stale data be released to service new requests. The downside is that users will be required to log in more frequently and

can lose transient session state.
Cache enabled

Expiry Time 0 Minutes v
Maximum cache entry size 0 MB v
Maximum cache entries 0 Maximum Number of Rows Processed when Rendering a Table View
This setting limits how much data is retrieved from the BI Server and processed. The default value is 65000.
Reducing the maximum number of rows processed can significantly improve performance by reducing the system
Global Cache resources that can be consumed by a given user session

These settings apply to the cache when the Bl server is clustered
Number Of Rows 0

Global cache path | /sdd/bidata/cache

Maximum Number of Rows to Download

Global cache size 0 MB v
Use this box to specify the number of rows in a view that can be downloaded (to htmi, mhtml, pdf, excel, etc.) The
default value is 2500. Reducing the maximum number of rows that can be downloaded can improve performance
where exports are common.
RPD Updates
Disallowing RPD updates can increase performance. Number Of Rows 0

) Disallow RPD Updates
Maximum Number of Rows Per Page to Include
Use this box to specify the number of rows per page to include in deliveries sent via Delivers agents. The default

value is 75. Reducing the maximum number of rows in delivered content can improve performance by reducing
the system resources required to process these agents.

Number Of Rows 0

NOTE: These settings can also be set in the DV Console System Settings and respective backend configuration files like
instanceconfig.xml.

Scale-Out OAS Server

Clone the Domain on Node 1 and Scale-out on Node 2
On Node1:
Shutdown all services:

/u01/data/domains/bi/bitools/bin/stop.sh

Run clone script:

/u01/data/domains/bi/bitools/bin/clone_bi_machine.sh -m oas2 oas2.oase.oasvcn.oraclevcn.com
/sdd/bidata/oas2.jar

On Node2:

Install Oracle WebLogic Server and Oracle Analytics Server (already done while creating the OAS Marketplace instance
oasn2.

Run unpack script:

/u01/app/Oracle/Middleware/Oracle_Home/oracle_common/common/bin/unpack.sh -
template=/sdd/bidata/oas2.jar -domain=/u01/data/domains/bi -nodemanager_type=PerDomainNodeManager
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Start the Following Components in the Sequence
On Node2:
Start the NodeManager and Managed Server and let the system components remain down.

This is to create the config.xml on Node2

Open the Required Ports for OAS on Node2
cd /u01/app/oas-scripts

As part of /u01/app/oas-scripts/OASFirewallPortsFix.xml, ports defined to open are 9500-9508, 7001, 9704, and
9556

Open 9506 port of NodeManager on Node2 Firewall

Add port 9506 also to the file (OASFirewallPortsFix.xml) and run script below
/u01/app/oas-scripts/open_oas_firewall_ports.sh

Or you can open the 9506 port using the below commands

sudo firewall-cmd --zone=public --permanent --add-port=9506/tcp

sudo firewall-cmd --complete-reload

Start NodeManger:
nohup /u01/data/domains/bi/bin/startNodeManager.sh &

NOTE: Start the bi_server2 from node1 start.sh script.

On Node1:
cd /u01/data/domains/bi/bitools/bin

./start.sh -i AdminServer,bi_server1,0bis1,0bips1,obiccs1,0bijh1,0bisch1,bi_server2

On Node2:
Re-synchronize the data source On Node2:

/u01/data/domains/bi/bitools/bin/sync_midtier_db.sh

On Node1:
cd /u01/data/domains/bi/bitools/bin
./start.sh -i obis2,0bips2,obiccs2,0bijh2,0bisch2
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Status of Domain: /oas/oas;install/Oracle/Middleware/Oracle_Home/user_projects/domains/bi
NodeManager (o0asn1:9506:SSL): RUNNING

Name
AdminServer
bi_serverl
bi_server2
obipsil

obijh1
obiccsi
obischl
obisl

obips2
obijh2
obiccs2
obisch2
ob1is2

Summary

Server
Server
Server
OBIPS
OBIJH
OBICCS
OBISCH
OBIS
OBIPS
OBIJH
OBICCS
OBISCH
0OBIS

Machine

Restart Int Max Restart Status

unknown
unknown
unknown
3600
3600
3600
3600
3600
3600
3600
3600
3600
3600

unknown
unknown
unknown
5000
5000
5000
5000
5000
5000
5000
5000
5000
5000

RUNNING
RUNNING
RUNNING
RUNNING
RUNNING
RUNNING
RUNNING
RUNNING
RUNNING
RUNNING
RUNNING
RUNNING
RUNNING

You have understood the steps to create and attach a block volume to the OAS compute instances.
It also covered the steps to create a File System Storage and mount it to the OAS compute instances.

Using such an environment, you have scaled out the node1 domain to node2 for cluster configuration of OAS.
Further, you can follow the Full Stack DR steps to replicate the block volume and file system to the OCI DR region and
configure a DR execution plan for OAS.
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