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Disclaimer

This document in any form, software or printed matter, contains proprietary information that is the exclusive property
of Oracle. Your access to and use of this confidential material is subject to the terms and conditions of your Oracle
software license and service agreement, which has been executed and with which you agree to comply. This
document and information contained herein may not be disclosed, copied, reproduced or distributed to anyone
outside Oracle without prior written consent of Oracle. This document is not part of your license agreement nor can it
be incorporated into any contractual agreement with Oracle or its subsidiaries or affiliates.

This document is for informational purposes only and is intended solely to assist you in planning for the
implementation and upgrade of the product features described. It is not a commitment to deliver any material, code,
or functionality, and should not be relied upon in making purchasing decisions. The development, release, and timing
of any features or functionality described in this document remains at the sole discretion of Oracle. Due to the nature
of the product architecture, it may not be possible to safely include all features described in this document without
risking significant destabilization of the code.

Revision History

The following revisions have been made to this document since its initial publication.

March 2024 Initial publication

Authors: Veera Raghavendra Rao Koka.
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In the Oracle Cloud Infrastructure Home Region (Ashburn)

Sign-in to OCI Console
e Create a Compartment
e Create a Virtual Cloud Network (VCN)

e Create an Oracle Analytics Server Instance with the domain in the Private Subnet of the VCN

Create a Compartment

Create a compartment under the root compartment.

= ORACLE Cloud Cloud Classic > Search resources, services, documentation, and Marketplace US East (Ashbumn) v

Identity Compartments
Groups N -
Name Status ocip Authorized Security Zone (7) Subcompartments Created
Dynamic Groups
@ Active Yes - 0
Network Sources.
@ Active Yes - 0
Policies
o imenta @ Active Yes - 0
Federation @ Active Yes - 1
Authentication Settings @ Active Yes = 0
@ Active Yes - 0
Filters
Showing 6items ¢ 20f2
State
Active | Deleting o

Create a Virtual Cloud Network

Create a Virtual Cloud Network (VCN) in the compartment using the wizard.

ORACLE Cloud | Cloud Classic > Search resources, services, documentation, and Marketplace US East (Ashburn) v/ 3 Q) @ 0

Networking Virtual Cloud Networks in oasmp Compartment
Virtual Cloud Networks (VCNs) are private virtual networks you set up in Oracle Cloud Infrastructure. You can attach gateways, route tables, and security lists to specify routing and security
les.
Overview o

Vistusl cloud networks e | start voN wizard

Web Application Acceleration
Name State IPv4 CIDR Block IPV6 Prefix Default Route Table DNS Domain Name Created -

@ Available 10.0.0.0/16 - Default Route Table for oasven

Load balancers

Content Delivery Network
DNS management Showing 1item ¢ 10of1 >
Customer connectivity

1P management

Network Command Center

List scope

Compartment

oasmp

(root)/oasmp

[$)

Public and Private Subnets are created while creating the VCN using the wizard.
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ORACLE Cloud

Navigation menu

Search resources, services, documentation, and Marketplace US East (Ashburn) v

oasven

VCN Information Tags

Compartment: oasmp oCID: . Show Copy.

Created: 19:10:06 UTC DNS Resolver: oasvcn

AVAILABLE

IPv4 CIDR Block: 10.0.0.0/16 Default Route Table: Default Route Table for casven

IPv6 Prefix: -

| DNS Domain Name: oasven.oracleven.com |

Resources

CIDR Blocks/Prefixes (1)

Subnets in oasmp Compartment

Create Subnet

Name State IPv4 CIDR Block IPV6 Prefixes Subnet Access Created -
Route Tables (2)
Private Subnet-oasven2 @ Available 10.0.2.0/24 Private (Regional)
Internet Gateways (1)
Public Subnet-oasven @ Available 10.0.0.0/24 Public (Regional)
Dynamic Routing Gateways
Attachments (1) Private Subnet-oasven @ Available 10.0.1.0/24 Private (Regional)

Network Security Groups (0)

Create an OAS Marketplace Instance

For the OAS DR using Database RCU schema replication, we need the OAS instances to have the same hostnames,

including the domain names; for example, the FQDN of the primary OAS instance and the DR instance should be the
same as “oas.oase.oasvcn.oracleven.com”.

To do so we need to create a compartment, VCN, and private subnet in OCl’s primary (home) region, for example,
Ashburn, and in OCI’s DR region, for example, Phoenix to be the same names.

NOTE: The compartment is not limited to the OCl region, so it is available in both regions once it is created.
Since we already have a compartment, for example, “oasmp,” and a VCN, “oasvcn,” use the existing one.
Create Private Subnets

Create a new private subnet in both regions without overlapping their CIDR blocks.

= ORACLE Cloud

rvices, documentation, and Marketplace

UsEast(ashbum) v 5] /2 @

Networking » Virtual cloud networks > Virtual Cloud Network Details Create Subnet
oasven
Name
(o]
Create In Compartment
VCN Information | Tags s
Compartment: oasmp Sl e
Created: Wed, Mar 2, 2022, 19:10:06 UTC Regional (Recommended) Availability Domain-specific
AVAILABLE 1Pv4 CIDR Block: 10.0.0.0/16 Instances in the subnet can be created in any availability domain in the region. Instances in the subnet can only be created in one availability domain in the
Useful for high availability. region.
IPV6 Prefix: -
IPv4 CIDR Block
Resources Subnets in oasmp Com ., consee
—
Blocks/Prefixes -
CIDR 1) l
Route Tables (2)
Private Subnet-oasven2 3
e I IPv6 Prefixes
Public Subnet-oasven
Dynamic Routing Gateways
Attachments (1) Private S [@)] Maximum amount of 0 IPV6 prefixes per Subnet. IP ranges of the IPv6 prefixes must not overlap. Learm more.
Network Security Groups (0)
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Create Subnet

Route in oasmp _(Cha

| Route Table for Private Subnet-oasven I S

Subnet Access

Private Subnet Public Subnet
Prohibit public IP addresses for Instances in this Subnet || Allow public IP addresses for Instances in this Subnet

DNS Resolution
Use DNS hostnames in this Subnet

DNS Label

Only letters and numbers, starting with a letter. 15 characters max.
DNS Domain Name Read-only

<dns-label>.0asvcn.oracleven.com

Dhep Options inoasmp (C:
Select DHCP options

Security Lists

You can associate up to 5 network security lists with the subnet.

Security List C inoasmp (Change
Dhep Options inoasmp (Change
Select DHCP options 2
Security Lists
You can associate up to 5 network security lists with the subnet.
Security List C inoasmp _(Change
I Security List for Private Subnet-oasven I 5

+ Another Security List

25 Show Tagging Options

NOTE: Ensure the ingress security rules exist for the DBCS host and port from the OAS server subnet.

Similarly, create the same subnet in the OCI DR region, for example, Phoenix.

Networking » Virtual cloud networks » Virtual Cloud Network Details

Move resource || Add tags

VCN Information Tags

‘Compartment: casmp OCID: ...tni3zq Show Copy
Created: . 19:56:59 UTC DNS Resolver: casven
AVAILABLE 1Pv4 CIDR Block: 172.0.0.0/16 Default Route Table: Default Route Table for oasven
1PV6 Prefix: - DNS Domain Name: oasvcn.oracleven.com
Resources Subnets in oasmp Compartment

CIDR Blocks/Prefixes (1)

Name State 1Pv4 CIDR Block 1PV Prefixes Subnet Access Created

Route Tables (2)

I Private Subnet-oasven3 @ Available 172.0.3.0/24 - Private (Regional)
Internet Gateways (1)

Private Subnet-oasven2 @ Available 172.0.2.0/24 - Private (Regional)

Dynamic Routing Gateways
Attachments (1) Private Subnet-oasven @ Available 172.0.1.0/24 - Private (Regional)
twork Secwtty Croups ) Public Subnet-oasven ® Avaiable 17200024 . Public (Regional)

< Licto o
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entation, and Marl ce US West (Phoenix) v/

Networking > Virtual cloud networks » oasven > Subnet Details
Private Subnet-oasvcn3 I
ot | Moveresourc | A tag | rte ptn s =
Subnet Information  Tags
OCID: ...2pkivg_Show Copy Compartment: 0asmp.
1Pva CIDR Block: 172.0.3.0/24 DNS Domain Name: oase.oasven.oracleven.com Hide Copy
AVAILABLE 1P6 Prefix: - Subnet Access: Private Subnet
Virtual Router MAC Address: DHCP Options: Default DHCP Options for oasven
Subnet Type: Regional Route Table: Route Table for Private Subnet-oasven
Resources Securlty Lists
Security Lists (1) Add Security List
L0S Name State Compartment Created -
1PV Prefixes ()
Security List for Private Subnet-oasven ® Available oasmp . 19:557:02 UTC
Tag filters add | clear Showing 1item < 10f1 >

Create the primary OAS Marketplace instance with a domain in the OCI's home region, for example, Ashburn.

Oracle Analytics Server Domain Configuration

r Domain
elect to create and configure an Oracle Analytics Server domain after installation. Domain creation takes about 30 minutes to complete after this stack job finishes

While creating the OAS instance, use the below DBCS pluggable database connection string.

db 19rac-scan.ceal.oracle.com: 152 1:pdb 19rac.ceal.oasvcn.oraclevcn.com

= ORACLE Cloud | Cloud Classic > 0 services, documentation, and Marketplace US East (Ashburn) v/ A N0}

Marketplace » Oracle Analytics Server - BYOL

Oracle Analytics Server - BYOL .-

Software price per OCPU
ORACLE Stack
Analytics Fast Deployment of Oracle Analytics Server on Oracle Cloud Infrastructure . BYOL
ersion
Oracle Analytics Server
OAS 2023 0201 (6/12... ¢ (Bring your own license)

Categories: Business Applications
There are addtional fees for the
Compartment infrastructure usage. @

4 Restrictions.

Launch Stack P

= ORACLE Cloud | Clou Search resources, services, documentation, and Marketplace US East (Ashburn) v o206 0

Resource Manager» Stacks » Stack details > Job details

E While this job is running, only partial logs are available. You can get a complete log when the job is finished.

ormjob20230905202055

Job information Tags

IN PROGRESS OCID: ...032bjq Show Copy. Compartment: oaseceal (root)/oasmp
Job type: Apply Plan job ID: Automatically approved
State: @ In progress Working directory: Not specified
Start time: Tue, Sep 5, 2023, 20:20:55 UTC End time: N/A

Similarly, create an OAS marketplace instance without domain config in OCI’'s DR region, for example, Phoenix, with
the same hostname.
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= ORACLE Cloud | Cloud Classic > ‘ Search resources, services, documentation, and Marketplace US West (Phoenix) v/

Marketplace » Oracle Analytics Server - BYOL

Oracle Analytics Server - BYOL oo

Software price per OCPU

ORACLE Stack
Ana|y(|(5 Fast Deployment of Oracle Analytics Server on Oracle Cloud Infrastructure BYOL
Version
Oracle Analytics Server
Ci ! Al OAS 2023 0201 (6/12... T (Bring your own license)
ategories: Business Applications
There are ads forthe

Cor

inrastncure sage. (2)

casmp

(B e reviewed and accept the Qraciestandard Terms and Restictions

= ORACLE Cloud ‘ Cloud Classic » Search resources, services, documentation, and Marketplace US West (Phoenix) v/

Create stack Help
@ sStack information VCN Compartment
@ configure variables aeTD s
© Review

Virtual Cloud Network

oasven 2
Select an

Subnet Compartment
oasmp <

The compartment in which the

Subnet @
Private Subnet-oasven3 (Regional)

Select an existing subnet for the compute instance

Assign a public IP address to the compute instance

Only applicable if you select a public subnet. Don't select this option i the subnet is private

Oracle Analytics Server Domain Configuration

Create Oracle Analytics Server Domain

Cancel

ion, and Marketplace US West (Phoenix) v

Resource Manager » Stacks » Stack details » Job details

While this job is running, only partial logs are available. You can get a complete log when the job is finished.

ormjob20230905202827

Job information Tags

IN PROGRESS OCID: ..gtmaja Show Copy Compartment: oaseceal (root)/oasmp
Job type: Apply Plan job ID: Automatically approved
State: progress Working directory: Not specified

Start time: Tue, Sep 5, 2023, 20:28:27 UTC End time: N/A

Check the hostnames of both the OAS instances.
Ashburn:

10.0.3.242 (opc)

[opc@oas ~]$ hostname
oas

[opc@oas ~]% hostname -f
oas.oase.oasvcn.oracleven.com

[opc@oas ~1$ |}
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A oA

Phoenix:

%,/8.172.0.3.9 (opc) X 2.172.0.2.239 (opc)

[opc@oas ~]$% hostname

oas

[opc@oas ~]$% hostname -f
oas.oase.oasvcn.oracleven.com

[opc@oas ~1% }

Test that the Domain is created successfully and the OAS URL is accessible from the primary OAS instance on the
OCI's home region.

Stop all the services on OAS primary compute instance.
/u01/data/domains/bi/bitools/bin/stop.sh

Since no domain is created in the OAS DR compute instance, run the script to open the required ports in the compute
instance as the root user.

/u01/app/oas-scripts/open_oas_firewall_ports.sh

Create a Block Volume

Create a Block Volume in OCI Console, For more details, see Block Volume, see Creating a Block Volume.

Create a block volume for the OAS (primary) compute instance in OCl's home region, for example, Ashburn.

Sign-in to OCI Console

Navigate to Storage > Block Volumes

Q seareh Storage
Home Block Storage Object Storage & Archive
Storage
O e Block Volume Backups Buckets
I Storage | _______ Block Volume Replicas
Networking Volume Groups

Create Block Volume
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https://docs.oracle.com/en-us/iaas/Content/Block/home.htm
https://docs.oracle.com/en-us/iaas/Content/Block/Tasks/creatingavolume.htm#top

= ORACLE Cloud oud Cla : and Mark UsEastashum)v 5] /2 @ @ O
Create block volume Help

Create in compartment

oaseceal {rooty/oasmp.
Availability domain
yBdo:US-ASHBURN-AD-1 <

Volume size and performance

© Default Custom

Volume performance: Balanced
10PS: 25,000 IOPS (60 IOPS/GB)
Throughput: 480 MB/s (480 KB/s/GB)

Backup policies

Select backup policy in oasmp _(Change compartment) @

[ coa | Sl

Daily incremental backups at midniaht. Retain 7 davs. Weekly incremental backups. At midniaht Sundav. Retain 4 weeks. Monthly incremental backups. At midniaht

Saveasstack  Cancel

Select the same compartment as the OAS compute instance exists.
Select the volume size (1024 GB or 512 GB) per your requirement.
Select the Backup policy per your requirement between (Gold or Silver or Bronze).

For more details, see the OCI Documentation.

= ORACLE Cloud

Create block volume

Cross region replication

Enables asynchvonous cross region volume replication. Lean more

OON OFF

REGION () AVAILABILITY DOMAIN NAME

US West (Phoenix) < yBdo:PHX-AD-1 < 0as2023bv

(@) Once this feature is enabled, the volume will be replicated in the selected region and availability domain and your bl willinclude applicable storage and
networks costs for the volume replica in the destination region. Learn more

@ confim

Encryption

© Encrypt using Oracle-managed keys
Leaves o encrypon-related matters to Oracle.

Encrypt using customer-managed keys

35 Show Tagging Options
View detail page after this block volume is created

Saveasstack  Cancel

Enable cross-region replication to the OCl’s DR region, for example, Phoenix.
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- e 7

hburn) v

Block Storage » Block Volumes » Block Volume Details

0as2023bv
m Move resource | Add tags

Block volume information Tags

Availability domain: yBdo:US-ASHBURN-AD-1 Hydrated: true

Compartment: ! (rooty/oasmp Encryption key: Oracle-managed key Assign
OCID: .. === Show Copy. Volume group: None

Created: 15:36:33 UTC

Scheduled backups

Managed by: Volume ()
Auto-tune performance policies Backup policy: Gold ()

size: 1024 GB D)

AVAILABLE

Performance based auto-tune: Off (7) Cross region copy target: None (1)

Detached volume auto-tune: Off ()
Cross region replication

Performance Managed by: Volume ()
Performance: Balanced (VPU/GB:10) (©) Target region: US West (Phoenix) (©)
10PS: 25,000 I0PS Availability domain: yBdo:PHX-AD-1 (D)

Throughput: 480 MB/s

Default performance: Balanced (VPU/GB:10) (©)

US East (Ashburn) v/

ORACLE Cloud | Clou ¢ c documentation, and Marketplace

Compartment: « Encryption key: Oracle-managed key Assign

1 (root)/oasmp

OCID: .-z Show Copy Volume group: None
Created: ., 15:36:33 UTC

size: 1024 G8 (D) Scheduled backups

Managed by: Volume ()

AVAILABLE . e
Auto-tune performance policies Backup policy: Gald (D)
Performance based auto-tune: Off (7) Cross region copy target: None ()
Detached volume auto-tune: Off ()
Cross region replication
Performance Managed by: Volume ()
Performance: Balanced (VPU/GB:10) (D) Target region: US West (Phoenix) (©)
IOPS: 25,000 IOPS Availability domain: yBdo:PHX-AD-1 @
Throughput: 480 MB/s
Default performance: Balanced (VPU/GB:10) ()
Resources Block volume replicas

Metrics Name -~ ocip Region Availability domain

Attached Instances Show Copy yBdo:PHX-AD-1

Block Volume Backups Showing 1item ¢ 1of1 >

Block Volume Clones

I Block volume nplicasl

Check the same in the OCI's DR region. For example, Phoenix.

Phoenix) v

Navigation menu

Block Storage Block volume replicas in oasmp Compartment
Volume replicas enable ongoing automatic asynchronous replication of volumes across regions.

Block Volumes
Name State ocip Source region Last sync Created

Block Volume Backups

Block Volume Replicas

Boot Volumes

@ Available Show Copy. US East (Ashburn) SIS LIOUIC 15:36:35

utc

Boot Volume Backups
Showing 1item ¢ 1of1 >

Boot Volume Replicas

Volume Groups

Volume Group Backups

Volume Group Replicas

Backup Policies

List scope

Compartment

The replicated block volume is listed under the Block Volume Replicas.
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Attach the Block Volume

Attach the Block Volume to the OAS compute instance, For more details, see Attaching a Volume

NOTE: Do not mount the same block volume to multiple compute instances; better to have a dedicated block volume

for each compute instance.

In the case of OAS with clustered nodes, create the SSD with NFS mount. For more details, see Mounting File Systems

and Mounting OCI File Storage.

Go to OCl's home region, such as Ashburn.
Add the block volume to the OAS (primary) compute instance.

Navigate to the block volume > Attached Instances

ORACLE Cloud | Cloud Classic > Search resou es, documentation, and Marketplace US East (Ashburn) v/ o060
s — _
Auto-tune performance policies Backup policy: Gold (D)
Performance based auto-tune: Off (7) Cross region copy target: None ()
Detached volume auto-tune: Off (i) . .
Cross region replication

Performance Managed by: Volume ()
Performance: Balanced (VPU/GB:10) (©) Target region: US West (Phoenix) ()
10PS: 25,000 I0PS Availability domain: yBdo:PHX-AD-1 (©)

Throughput: 480 MB/s

Default performance: Balanced (VPU/GB:10) (©)

Resources Attached Instances
Name state Shape Attachment Type Attachment Access. In-Transit Encryption Device path

Multipath Created
Block Volume Backups
No items Pred
Block Volume Clones

Showing Oitems < 10f1 >
Block volume replicas

‘Compartment

ocasmp <

mp

While attaching the block volume to the OAS compute instance, choose the attachment type based on your
requirement. See the OCl documentation, Overview of Block Volume.

In this example, choose the iSCSI attachment type as the IOPS performance is better with iSCSI attachments
compared to paravirtualized attachments.

For more information about iSCSI-attached volume performance, see Block Volume Performance.
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Cloud Classic >

ORACLE Cloud

yw

Auto-tune performance p:
Performance based auto-tune: Off (%)
Detached volume auto-tune: Off (i)

Performance

Performance: Balanced (VPU/GB:10) ()
10PS: 25,000 IOPS

Throughput: 480 MB/s
Default performance: Balanced (VPU/GB:1

Attached Instances

kvl
e e

Block Volume Backups

Resources

Block Volume Clones

Search resources, services, documentation, and Marketplace

Attach to Instance

Attachment type
0IsCSI o

Paravirtualized
Virtualize the vome in

Access Type
O Read/Write €=
Configures the volr

US East (Ashbum) v

‘e attachment as readwrito, not shareabie with other instances, This enables attachment to a sngle instance only and is the defaull configuration.

Write - Shareable
o volume attachment as read/write, shareable with other instances. This enabl

Instance

© Select Instance ) Enter Instance OCID

Choose instance in oasmp (Change

[ e

Block volume replicas oas  d—v
OCID: ocid1.instance.oc1.iad. 35q
List scope Image: oas-image-7.0.0.0.0-042423-070429_b
‘Shape: VM.Standard E4.Flex
Compartment
oasmp 2 Require CHAP credentials ()
Select the OAS instance for which you need to attach the Block volume.
Throughput: 480 ME/s
Default performance: Balanced (VPU/GB:1 Instance
O Select Instance Enter Instance OCID
Resources Attached |nstances Choose instance in oasmp  (Change compartment)
D —
Metrics OCID: ocid1.instance.oc1.iad.an 135q
Image: oas-image-7.0.0.0.0-042423-070429_b
Auschedinetances Name State Shape: VM.Standard.E4.Flex
Block Volume Backups
Require CHAP credentials (©)
Block Volume Clones
Use Oracle Cloud Agent to automatically connect to iSCSl-attached volumes ()
Block volume replicas
Device path Opti ®
o
‘Compartment

To list the existing Device Paths on the OAS Compute instance, run the below command.

11 /dev/oracleoci/oraclevd*

root
root
root
root
root
root

Trwxrwxrwx. 1
Lrwxrwxrwx.
Trwxrwxrwx.

lrwxrwxrwx.
Lrwxrwxrwx.
Trwxrwxrwx. 1
[root@oas opcl# |}

fdisk -1
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[root@oas opcl# fdisk -1
WARNING: fdisk GPT support is currently new, and therefore in an experimental phase. Use at your own discretion.

Disk /dev/sda: 751.6 GB, 751619276800 bytes, 1468006400 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 4096 bytes

I/0 size (minimum/optimal): 4096 bytes / 1048576 bytes

Disk label type: gpt

Disk identifier: C964E8FC-5212-4DFD-9771-F2F8D1ESEE86

Start End Size Type Name
1 2048 411647 200M EFI System EFI System Partition
2 411648 17188863 8G Linux swap
3 17188864 226904063 100G Linux filesyste
4 226904064 436619263 106G Microsoft basic primary
5 436619264 1468004351 491.8G Microsoft basic primary

Disk /dev/mapper/vg_app-vg_app--lv_app: 107.4 GB, 107369988096 bytes, 209707008 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 4096 bytes

I/0 size (minimum/optimal): 4096 bytes / 1048576 bytes

Disk /dev/mapper/vg_data-vg_data--lv_data: 528.1 GB, 528067067904 bytes, 1031380992 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 4096 bytes

I/0 size (minimum/optimal): 4096 bytes / 1048576 bytes

df -h

[root@oas opcl# df -

Filesystem Used Avail Use% Mounted on
devtmpfs 0 326 0% /dev

tmpfs 0 326G 0% /dev/shm

tmpfs 17M 326G 1% /run

tmpfs @ 326 0% /sys/fs/cgroup
/dev/sda3 4.0G 976G 4% /

/dev/sdal 7.4M 193M 4% /boot/efi
/dev/mapper/vg_app-vg_app--Llv_app 136G 81G 14% /u@l/app

tmpfs ® 6.3G 0% /run/user/0
/dev/mapper/vg_data-vg_data--lv_data 2.5G 456G 1% /u@l/data
tmpfs ® 6.3G 0% /run/user/1000
tmpfs ® 6.3G 0% /run/user/994

1sblk

[root@oas opcl# lsblk

NAME - SIZE RO TYPE MOUNTPOINT

sda ® 700G 0 disk

sdad 100G

Lvg_app-vg_app--lv_app 100G

8G

491.8G

491.8G
100G
200M

part

lvm /u@l/app
part [SWAP]
part

lvm /ubl/data
part /

part /boot/ef1i

sda2
sda5
Lvg_data-vg_data--1lv_data 252:
sda3
sdal

[root@oas opcl# [}

PWRPLPUOUNOAO
[cNoNoNoNoNo ol

Since the device path /dev/oracleoci/oraclevda is already used, we can select below
device path “/dev/oracleoci/oraclevdb”.

Click on Attach.
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st (Ashburn) v/

s, services, documentation, and Marketplace

Attach to Instance

Once the volume is attached, run the block volume's iSCSI commands. To view these commands, locate the instance in the list of
attached instances for a volume. Then, click ISCSI Commands & Information in the Actions menu. Learn more

Auto-tune performance policies Backup policy: Gold ()
Performance based auto-tune: Off (7) Cross region copy target: None (©)

Detached volume auto-tune: Off ()
Cross region replication

Performance Managed by: Volume (©)
Performance: Balanced (VPU/GB:10) (D) Target region: US West (Phoenix) ()
10PS: 25,000 I0PS Availability domain: yBdo:PHX-AD-1 (D)

Throughput: 480 MB/s
Default performance: Balanced (VPU/GB:10) (0)

Resources Attached Instances

The volume cannot be attached to another instance because the attachment is not configured as shared. ‘

Metrics

Attach to Instance
Block Volume Backups

Block Volume Clones Attachment Attachment In-Transit
Name State Shape Type Access Encryption Device path Multipath ~ Created
Block volume replicas
L] View Instance Details
VM Standard E4.Flex | I Disabled No
Attached
List scope Copy OCID
Compartment
e Detach from Instance

Select the Actions menu and click on the iISCSI commands & Information.

NOTE: If you chose the Attachment type as Paravirtualized, you need not run the iSCSI commands.

iSCSI Commands & Information

Attach Commands

sudo iscsiadm -m node -0 new -T iqn.2015-12.com. =
169.254.2.2:3260
sudo iscsiadm -m node -0 update -T iqn.2015-12.com. 0de -n node.startup

Copy.
Detach Commands

sudo iscsiadm -m node -T iqn.2015-12.com. -p 169.254.2.2:3260 -u
sudo iscsiadm -m node -0 delete -T iqn.2015-12. s0de -p

Copy.

IP Address And Port

169.254.2.2:3260

Copy
Volume IQN

iqn.2015-12.

Copy

Attach commands should be run on the Target OAS compute instance.
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%4/2.10.0.3.242 (opc)

[root@oas opcl# sudo iscsiadm node -0 new 1gn.2015-12.com.oracleiaas:aac8e2bl-53ef-4997-af65-0ed4c5cOcchde -f 13260

New 1SCSI node [tcp:[hw=,1ip=,net_if=,iscsi_if=default] ,3260,-1 1gqn.2015-12.com.oracleiaas:aac8e2bl-53ef-4997-af65-0ed4c5cOccOde] added
[root@oas opcl#

[root@oas opcl# sudo iscsiadm node -o update -T ign.2015-12.com.oracleiaas:aac8e2b1-53ef-4997-af65-0e4c5cOccOde -n node.startup -v automatic
[root@oas opcl#

[root@oas opcl# sudo iscsiadm node -T 1gn.2015-12.com.oracleiaas:aac8e2b1-53ef-4997-af65-0ed4c5cOccOde -y

Logging in to [iface: default, target: 1gn.2015-12.com.oracleiaas:aac8e2bl-53ef-4997-af65-0edc5cOccOde, portal:

Login to [iface: default, target: 1gqn.2015-12.com.oracleiaas:aac8e2b1-53ef-4997-af65-0ed4cS5cOccOde, portal:

[root@oas opcl#

Run the command to check the attachment.
1sblk

[root@oas opcl#

[root@oas opcl# lsblk

NAME MIN SIZE RO TYPE MOUNTPOINT

sdb 1T disk

sda 7006 disk
sdad 100G part
Lvg_app-vg_app--lv_app 100G lvm /u@l/app
sda2 8G part [SWAP]
sda5 491.8G part
Lvg_data-vg_data--lv_data 491.8G lvm /u@l/data
sda3 100G part /
sdal 200M part /boot/efi

[root@oas opcl# [}

[cNoNoNoNoNoNoNoNo]
el ol oo NoRoNoNoNo)

fdisk -1
[root@oas opcl# fdisk
WARNING: fdisk GPT support is currently new, and therefore in an experimental phase. Use at your own discretion.

Disk /dev/sda: 751.6 GB, 751619276800 bytes, 1468006400 sectors
.config 2023-04-24 05:38 opc opc  drwxrwxr-x

I/0 size (minimum/optimal): 4096 bytes / 1048576 bytes
Disk label type: gpt
Disk identifier: C964E8FC-5212-4DFD-9771-F2F8D1ESEE86

Start End Size Type Name
1 2048 411647 200M EFI System EFI System Partition
P 411648 17188863 8G Linux swap
3 17188864 226904063 100G Linux filesyste
4 226904064 436619263 100G Microsoft basic primary
5 436619264 1468004351 491.8G Microsoft basic primary

Disk /dev/mapper/vg_app-vg_app--lv_app: 107.4 GB, 107369988096 bytes, 209707008 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 4096 bytes

I/0 size (minimum/optimal): 4096 bytes / 1048576 bytes

Disk /dev/mapper/vg_data-vg_data--lv_data: 528.1 GB, 528067067904 bytes, 1031380992 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 4096 bytes

I/0 size (minimum/optimal): 4096 bytes / 1048576 bytes

Disk /dev/sdb: 1099.5 GB, 1099511627776 bytes, 2147483648 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 4096 bytes

I/0 size (minimum/optimal): 4096 bytes / 1048576 bytes

11 /dev/oracleoci/oraclevd*

[root@oas opc]# 11 /dev/oracleoci/oraclevd*

lrwxrwxrwx. 1 root - / oracleoci
lrwxrwxrwx. 1 root 4 : ¢ acleoci/oracl
Lrwxrwxrwx. root - oracl

Lrwxrwxrwx. root
Lrwxrwxrwx. root
Lrwxrwxrwx. root
lrwxrwxrwx. 1 root
[root@oas opcl# |}

/dev/sdb is created as xfs file system, changeitto ext4 file system.

Run the command: mkfs.ext4 /dev/sdb
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[root@oas u01]# mkfs.ext4 /dev/sdb

mke2fs 1.45.4 (23-Sep-2019)

Discarding device blocks: done

Creating filesystem with 268435456 4k blocks and 67108864 inodes
Filesystem UUID: f402aa8f-beaf-4bc9-bal6-albade®79e36

Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632, 2654208,
4096000, 7962624, 11239424, 20480000, 23887872, 71663616, 78675968,
102400000, 214990848

Allocating group tables: done

Writing inode tables: done

Creating journal (262144 blocks): done

Writing superblocks and filesystem accounting information: done

ot@as u01]# JJ

Check the file system, run the command: sudo blkid

[root@oas u01]# sudo blkid
/dev/sda3: UUID="544006b2-b9e2-4a20-8fc3-9c9857d2f741" TYPE="xfs" PARTUUID="c8d76213-0a0a-4d29-9f5f-29b5c05847f2"
/dev/sdal: SEC_TYPE="msdos" UUID="6AA8-4DOD" TYPE="vfat" PARTLABEL="EFI System Partition" PARTUUID="11d0e5a8-1560-4e2
b-9c25-3e040e8f6073"
/dev/sda2: UUID="04bcf4b0-6498-4157-8d46-cefd16d0079c" TYPE="swap" PARTUUID="ba42ad6a-9ebc-444f-9b06-0d8d97173961"
/dev/sda4: UUID="zQP7wh-ylKM-NXQ3-QSzb-xv6V-5c]G-enXotK" TYPE="LVM2 member" PARTLABEL="primary" PARTUUID="2a5a43cd-1d
df-43f9-b32a-5abf20408daf"
/dev/sda5: UUID="nh8Sx0-Gn8G-98hF-r50B-s22F-vgby-fQMIlr" TYPE="LVM2_member" PARTLABEL="primary" PARTUUID="d924ff91-f0
e3-41e8-89b0-10cfddac5b1b"
/dev/mapper/vg_app-vg_app--lv_app: UUID="c8e08d0d-6431-47c8-859a-a3a9d6cded4b7" TYPE="ext4"

d 8751d458-3767-47e7-bcfb-17e0db58fb8b" TYPE="ext4"

[root@oas u61]
As root user
cd /
1s -1

[root@oas /]# ls -1
total 36

Lrwxrwxrwx.
dr-xr-xr-x.
drwxr-xr-x.
drwxr-xr-x.
drwxr-xr-x.
Lrwxrwxrwx.
Lrwxrwxrwx.
drwxr-xr-x.
drwxr-xr-x.
drwxr-xr-x.
dr-xr-xr-x.
dr-xr-x---.
drwxr-xr-x.
Lrwxrwxrwx.
drwxr-xr-x.
dr-xr-xr-x.
drwxrwxrwt.
drwxrwxrwx.
drwxr-xr-x.
drwxr-xr-x.

root root
root root
root root
root root
root root
root root
root root
root root
root root
root root
root root
root root
root root
root root
root root
root root
root root
oracle oracle
root root
root root

N
w e OoN
NRPNORABNNRPREL,AEUON B

[ =
waNw

N
-

Rename the /u01 folder to /u01 bkp

mv /u0l /ul0l bkp
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[root@oas /]# mv /ubl /uel_bkp

[root@oas /]# 1s -1

total 32

Trwxrwxrwx. root root 2022 bin =
dr-xr-xr-x. root root 20:30
drwxr-xr-x. root root 20:20
drwxr-xr-x. root root 16:26
drwxr-xr-x. 4 root root 4 05:25
Trwxrwxrwx. root root 2022 1ib =
Trwxrwxrwx. root root 9 2022 1ib64 -
drwxr-xr-x. root root 2018
drwxr-xr-x. root root 2018
drwxr-xr-x. 4 root root £ 11:30
dr-xr-xr-x. 241 root root 20:29
dr-xr-x-—. root root ¢ 15:15
drwxr-xr-x. root root 20:11
Trwxrwxrwx. root root 2022 sbin =
drwxr-xr-x. root root 2018
dr-xr-xr-x. root root 20:29
drwxrwxrwt. root root ¢ 20:13
drwxrwxrwx. 4 oracle oracle 20:29
drwxr-xr-x. root root 2022
drwxr-xr-x. root root 4 05:10
[root@oas /1# i

Create a folder /u01 and mount the /dev/sdb path which is the path due to attaching the Block volume.
As root user

mkdir /u0l

Take backup of /etc/fstab file.

cp /etc/fstab /etc/fstab orig

Edit the /etc/fstab and add the line to mount the path

Change the existing mount points

From:

/dev/vg _app/vg _app-lv_app /u0l/app

/dev/vg data/vg data-lv_data /u0l/data

To:

/dev/vg _app/vg_app-1lv_app /ul0l bkp/app

/dev/vg data/vg data-lv_data /u0l bkp/data

Add new line to mount the attached block volume device path /dev/sdb as /u01
fdisk -1 command shows that the attached path as /dev/sdb

/dev/sdb /u0l ext4 defaults, netdev,nofail 0 2
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1]3.10.0.3.242 (opc)

/etc/fstab
Created by anaconda on Mon Sep 26 03:04:11 2022

Accessible filesystems, by reference, are maintained under '/dev/disk'
See man pages fstab(5), findfs(8), mount(8) and/or blkid(8) for more info

UUID=544006b2-b9e2-4a20-8fc3-9c¢9857d2f741 / xfs defaults,_netdev, netdev 0 0
UUID=6AA8-4DOD /boot/efi vfat defaults,uid=0,g1d=0,umask=0077,shortname=winnt,_netdev, netdev,x-initrd.mount 0 @
UUID=04bcf4b0-6498-4157-8d46-cefd16d0079¢c swap swap defaults,_netdev,x-initrd.mount 0 0
HARARAAAARRRRRRRARAAAAARRRRRRRRRARAAAR

ORACLE CLOUD INFRASTRUCTURE CUSTOMERS

If you are adding an 1iSCSI remote block volume to this file you MUST

include the '_netdev' mount option or your instance will become

unavailable after the next reboot.

SCSI device names are not stable across reboots; please use the device UUID instead of /dev path.

Example:
UUID="94c5aade-8bb1-4d55-adoc-388bb8aa716a" /datal xfs defaults,noatime,_netdev

More information:

https://docs.us-phoenix-1.oraclecloud.com/Content /Rlock /Tasks/connectinatoavolume.htm
/dev/vg_app/vg_app-lv_app /u0l_bkp/app extd defaults,noatime,nodiratime,nodev,_netdev 0 2
/dev/vg_data/vg_data-lv_data /u0l_bkp/data extd defaults,noatime,nodiratime,nodev,_netdev 0 2
/dev/sdb suel ext4 defaults,_netdev,nofail 0 2

sudo mount -a
df -h

[root@oas /]# df -h

Filesystem Size Used Avail Use% Mounted on
devtmpfs 32G 0 326G 0% /dev

tmpfs 326G 0 32G 0% /dev/shm

tmpfs 32G 17M 32G 1% /run

tmpfs 32G 0 32G 0% /sys/fs/cgroup
/dev/sda3 100G 206G 81G 20% /

/dev/sdal 200M 7.4M 193M 4% /boot/efi
tmpfs 6.3G 6.3G 0% /run/user/0
tmpfs 6.3G 6.3G 0% /run/user/1000
tmpfs 6.3G 6.3G 0% /run/user/994
/dev/sdb 1007G 1% /u01l

[ront@nas /12 W

Reboot the OAS compute instance either from the ssh terminal or from the OCI console
reboot -f

After restart, check the mount point.

df -h

[opc@oas ~]$ df -

Filesystem Size Used Avail Use% Mounted on
devtmpfs 326G 0 326 0% /dev

tmpfs 326G 0 326G 0% /dev/shm

tmpfs 326 8.9M 32G 1% /run

tmpfs 326G 0 326G 0% /sys/fs/cgroup
/dev/sda3 100G 206G 81G 20% /

/dev/sdal 200M 7.4M 193M 4% /boot/ef1i

tmpfs 6.3G 0 6.36G 0% /run/user/0
/dev/mapper/vg_app-vg_app--Llv_app 98G 13G 81G 14% /u0l_bkp/app
/dev/mapper/vg_data-vg_data--lv_data 484G 2.5G 456G 1% /u0l_bkp/data
/dev/sdb 1007G 956G 1% /u0l

tmpTs 6.3G ® 6.36 0% /run/user/994
tmpfs 6.3G 0 6.3G 0% /run/user/1000
[opc@oas ~1$ [l

chown -R oracle:oracle /u0l

chmod 777 /u01

Copy the app and data folder from /u01 bkp to /u01
cd /u0l_bkp

cp -rp * /ull

cd /u0l
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%/5.10.0.3.242 (opc)

[oracle@oas bi]$ cd /uel

[oracle@oas u01]$ 1s -1

total 8

drwxrwxr-x. 7 oracle oracle 4096 Sep 5 20:22
drwxr-xr-x. 4 oracle oracle 4096 Sep 5 20:55
[oracle@oas uo1]$ i

Start the services in the primary OAS instance and test the access of the OAS.
After the test, stop all services in the OCl primary (home) region OAS instance.

Since the primary (Ashburn) block volume 0as2023bv is attached to the primary OAS instance and the app and data
folders are copied from the /uO1_bkp to /uO1, the block volume has the data.

The source block volume 0as2023bv continues to replicate to the block volume replica in the OCI DR region, for
example, Phoenix.

In the Oracle Cloud Infrastructure DR Region (Phoenix)

Create a new Block Volume from the Replica

Using the block volume replica, create a new block volume by activating the replica and attach it to the OAS compute
instance.

The source block volume continues to replicate the block volume replica, which is created from the source block
volume.

NOTE: If new data is created in the source block volume, it will be replicated continuously in the block volume replica.
Activating the block volume replica creates a point-in-time copy of the block volume replica as a new block volume.

In the case of OAS with clustered nodes, create the SSD with nfs mount. For more details, see Mounting File Systems
and Mounting OCI File Storage.

NOTE: The source block volume and the new block volume that you copied from the replica are now two different
block volumes.

NOTE: If the source block volume of the primary OAS instance changes, you need to detach the existing block volume
from the OAS DR instance, create a new block volume from the replica, and attach it to the OAS DR instance.

NOTE: For any changes in the OAS DR instance during the DR, you need to replicate the block volume on the DR
instance, create a new block volume from the replica, and attach it to the primary OAS compute instance.

Activate the Block Volume Replica to create a Block volume from the replica.
Sign in to the OCI console and change the region to OCI's DR region, for example, Phoenix.
Navigate to the Block Volume Replicas.

Select the compartment, for example, oasmp.

20 Setup Cross Region Block Volume Replication for Oracle Analytics Server Disaster Recovery using RCU Schemas Replication / version 1.0 ORACLE
Copyright © 2024, Oracle and/or its affiliates / Public



https://docs.oracle.com/en-us/iaas/Content/File/Tasks/mountingfilesystems.htm
https://blogs.oracle.com/cloud-infrastructure/post/mounting-oci-file-storage-and-other-nfs-shares-on-docker-containers

documentation, and US West (Phoenix) v/

Block Storage » Block Volume Replicas » Block Volume Replica Details

0as2023bv

Block Volume Replica Information Tags

Show Copy

Availability domain: yBdo:PHX-AD-1 Source volume OCID:

Compartment: (root)/oasmp
ocip: Show Copy. Last sync:
Size: 1024 GB Total Data Transferred: 0 GB

Created: , 15:36:35 UTC

AVAILABLE

Metrics

Metrics are measurements that let you monitor the health, capacity, and performance of your resources.

Metrics Starttime End time Quick selects.

Activated Volumes 4:59:36 UTC 8 15:59:36 UTC Bl Last hour S C, Reset charts

Time since last cross region replica was synced () Options v

Activate the Block Volume Replica

ORACLE Cloud | Cloudc > 0 documentation, and Ma

US West (Phoenix) v/

Block Storage > Block Volume Repiicas » Block Volume Replica Details Activate replica

0as2023bv
—_— Activating a replica creates a clone of the replicated volume.
IEI i

Create in compartment

Block Volume Replica Information I ~
‘Gasecen (ool/oasmp
Availability domain: yBdo:PHX-AD-1

Comperinent ] Bl (oob/oesmp Volume size and performance
OCID: .y Show Copy
O Default Custom
Size: 1024 GB
Volume size: 1024 GB
Created: 1, 15:36:35 UTC
Volume performance: Balanced
10PS: 25,000 IOPS
Throughput: 480 MB/s
Metrics
that let you monitor

Cross region replication

repication. Learn more

Start time End tim
B S wsare B

Time since last cross region replica was synce

Interval Statistic [me  Encryption

West (Phoel

Block Storage » Block Volume Replicas » Block Volume Replica Details

0as2023bv

Block Volume Replica Information Tags
Availability domain: yBdo:PHX-AD-1 Source volume OCID: Show Copy
Compartment: (root)/oasmp Source region: US East (Ashburn)
oCID: .. Show Copy. Last sync: . , 16:01:07 UTC(D)
Size: 1024 GB Total Data Transferred: 0 GB
Created: , 15:36:35 UTC
AVAILABLE
Resources Activated Volumes in oasmp Compartment

Activating a volume from the replica creates a clone of the source volume. Learn more
Metrics
Size (in GB) Hydrated Created

Name State
Activated Volumes
@ Available 1024 true . 16:06:25 UTC

Showing 1item ¢ 1of1 >

NOTE: If new data is created in the source block volume, it will get replicated to the block volume replica continuously.
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Activating the Block Volume Replica, the point-in-time copy of the block volume replica is created as a new Block
Volume and should be listed in the available Block Volumes.

ORACLE Cloud ‘Cmm > Search resources, services, documentation, and Marketplace US West (Phoenix) v/ A ON: I ¢}

Block Storage Block Volumes in oasmp Compartment

Block Volumes

Create Block Volume
Block Volume Backups

Block Volume Replicas Auto-tuned Cross region Availability Backup

Block volumes provide high-performance network storage to support a broad range of /O intensive workloads. Learn more

Name State Size Default ® domain policy Created -
Boot Volumes

0as2023bvdr C 1024 VPU:10 VPU:10 off Bdo:PHX-AD-1
Boot Volume Backups v Avallable  GB 3 g bt - 16:05:25 UTC

Boot Volume Replicas
Showing 1item ¢ 1of1 >

Volume Groups

Volume Group Backups

Volume Group Replicas

Backup Policies

Compartment

<«

Attach the Block Volume

Repeat the steps to Attach the Block volume to the OAS DR instance.

ORACLE Cloud | Cloud Classic > Search resources, services, documentation, and Marketplace US West (Phoenix) v/ A O ¢ )
v e
Auto-tune performance policies Managed by: - (D)
Performance based auto-tune: Off (7) Backup policy: None
Detached volume auto-tune: On (7) Cross region copy target: None ()
Performance Cross region replication
Auto-tuned performance: Balanced (VPU/GB:10) D) Managed by: Volume ()
Auto-tuned IOPS: 25,000 I0PS Cross region replication: Off (1)

Auto-tuned throughput: 480 MB/s

Default performance: Balanced (VPU/GB:10) (D)

Resources Attached Instances
Metrics The volume cannot be attached to another instance because the attachment is not configured as shared. |

Attached Instances

Block Volume Backups

Attach to Instance

Block Volume Clones Attachment Attachment In-Transit
State Shape Type Access Encryption Device path Multipath ~ Created

O ,20:45:38
Attached VM.Standard.E4.Flex | 1SCSI Disabled /dev/oracleoci/oraclevdb | No TS

Showing 1item < 1of1 >

Block volume replicas

List scops

Compartment

oasmp
y/oas:

Block volume attachment to the DR OAS compute instance is successful.

<«

mp

Since we have a single-node OAS environment, we selected the Block volume without a shareable option, so we
cannot attach the same volume to another instance again.
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%/11.172.0.3.9 (opc)

[root@oas /]# s
total 36
Lrwxrwxrwx.
dr-xr-xr-x.
drwxr-xr-x. 2
drwxr-xr-x. 9
drwxr-xr-x.

root root S 2 2022 bin -
root root . 6 S 20:49
root root 3 Se 20:49
root root 8 20:49
root root 05:25

root root
root root
root root
drwxr-xr-x. root root
dr-xr-xr-x. 245 root root
dr-xr-x—. root root
drwxr-xr-x. root root
Lrwxrwxrwx. root root 8
drwxr-xr-x. root root 6
dr-xr-xr-x. root root 0 S
drwxrwxr t root root 4096 S
oracle oracle 4096
oracle oracle 29
drwxr-xr-x. 13 root root 4096
drwxr-xr-x. 21 root root 4096
[root@oas /1# i

Lrwxrwxrwx.
drwxr-xr
drwxr-xr-x.

1
4
2
5
4
Lrwxrwxrwx. 1 root root
1
p
p
4
5

Reboot the compute instance.

Check the mount points /u01

/1# cd /ue1
as uo1]# s

blankL ine.txt derbyShutdown.log servers
edit startManagedwebLogic_readme. txt

fileRealm.properties Llif

debugMagicThreadDumpFile 11
derby.log

[root@oas bil# ll

The domain home configured in the primary OAS instance is available in the DR OAS instance.

NOTE: If you need the latest updated data from the source block volume since it gets continuously replicated to the
block volume replica, repeat the steps to activate the replica to create a new block volume and attach it to the OAS DR
compute instance.

If needed, you can automate these steps using the OCI CLI and bash scripts.
Switchover the DBCS instance in the OCI DR region from Standby to Primary.

Start the services in the DR OAS instance.

f\ Not secure 172.0.3.9:9 dv/ui/home,jsp?pageid=home A 6 o= °°® 0

Q Search

‘ Workbooks and Reports ‘ ‘ ata ‘ ‘ Recent Data avorite Workbooks ‘ Machine Learning

Download Samples Connect to Oracle A.. Connect to Your Data Explore Your Data

NOTE: Use the OAS DR instance only for consuming tasks and don’t create new reports or upload new Datasets in the
OAS DR instance, as the DR block volume needs to be replicated to the primary region, and a new block volume needs
to be created and attached to the primary OAS instance.
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NOTE: The source block volume and the new block volume that you copied from the replica are now two different
block volumes.

NOTE: For any changes in the source block volume of the primary OAS instance, you need to detach the existing
block volume from the OAS DR instance, create a new block volume from the replica, and attach it to the OAS DR
instance.

NOTE: For any changes in the OAS DR instance during the DR, you need to replicate the block volume on the DR
instance, create a new block volume from the replica, and attach it to the primary OAS compute instance.

If you need point-to-point replicated content (with a delay) from Source to DR, use RSYNC or FPSYNC to copy files
from Region to Region.

Summary

Here you have understood the steps to create a block volume and attach it to the OAS compute instance.
You also covered the steps to replicate the block volume, create a new block volume from the replica, and attach it to
the DR OAS compute instance.

You also know the limitations of the block volume replication, so use the DR OAS instance for DR availability and not
create new objects in the OAS instance.

If you have created new objects in the DR OAS instance, you may need to replicate the DR block volume to the
primary OAS block volume.
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